What research methods and key science skills are used in VCE Psychology?
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Research methods in psychology

KEY SCIENCE SKILLS

- develop aims and questions, formulate hypotheses and make predictions
- plan and undertake investigations
- comply with safety and ethical guidelines
- conduct investigations to collect and record data
- analyse and evaluate data, methods and scientific models
- draw evidence-based conclusions
- communicate and explain scientific ideas.

Defining psychology and its subject matter

Mental processes and behaviour

- Psychology as a scientific study
- Steps in psychological research
- Research methods
- Types of data
- Organising, presenting and interpreting data
- Reliability and validity in research
- Ethics in psychological research and reporting
- Use of animals in psychological research
- Reporting conventions
The VCE Psychology study design prescribes a set of key science skills that is a core part of the study of psychology and applies across all areas of study in all units. These skills primarily involve research methods that may be used to undertake investigations and to evaluate the research of others. This chapter focuses on the research methods and the underlying attitudes and principles specified within the key science skills.

We start with a brief description of the nature of contemporary psychology to clarify its subject matter and the overall context of VCE Psychology, its aims, areas of study, learning outcomes, key knowledge and key science skills.

DEFINING PSYCHOLOGY AND ITS SUBJECT MATTER

The term psychology originates from two Greek words: psyche, meaning soul or mind, and logos, which loosely translated means study or knowledge. Therefore, by its original definition, psychology was initially described as 'the study of the soul or mind'. By the late 19th century, when psychology became a distinguishable scientific discipline, it was described as 'the science of mental life'. At this time, 'psychologists' studied the mind by asking their research participants to describe their mental experiences, using questions such as ‘What are you thinking?’ and ‘What are you feeling?’

During the early 20th century, many psychologists adopted the view that a true science can study only overt behaviour. Overt behaviour is any response made by an organism (person or animal) that is clearly visible and therefore directly observable and more likely to be measured accurately. They rejected the study of mental experiences, as these are covert; that is, internal and hidden from view and therefore not directly observable or easily measured. This led many psychologists to change direction from studying mental experiences, such as aggression or forgetting, to studying the outward expressions of these experiences through observable behaviour, such as displays of anger or performance on a memory test. Consequently, in the 1920s, psychology was commonly defined as 'the scientific study of behaviour' (Sdorow, 1995).

This view was dominant until the 1970s, when interest in studying the mind returned, primarily as a result of the development of new technologies such as scanning devices that could capture images of the human brain while participants engaged in various experimental tasks. This enabled psychologists to more effectively observe and measure the previously ‘hidden’ activity of the brain. As the new technologies were refined and the discipline of psychology matured, it became increasingly clear to most psychologists that they could not fully understand human behaviour without also understanding the mental and biological processes underlying and sustaining behaviour.

Currently, definitions of psychology refer to the discipline as involving the systematic study of mental processes and behaviour. This is also the definition adopted for VCE Psychology. However, in VCE Psychology, psychology is defined more precisely as the scientific study of human thoughts, feelings and behaviour. Note the key parts of the definition in figure 1.1 below.
MENTAL PROCESSES AND BEHAVIOUR

Psychologists usually distinguish mental processes from behaviour. The term mental processes generally refers to a person’s thoughts and feelings, which are personal, or subjective, and cannot be directly observed. What you think about, how you think when problem solving, how you interpret relationships with others, how you learn and remember, your choice of words in a conversation, your sensations and perceptions, how you experience happiness or sadness, your dreaming when asleep, your daydreaming when awake, your emotions and moods, and what motivates you to do something are all examples of mental processes.

These are private, internal experiences that cannot be observed by others in the way that we can see externally expressed actions such as smiling and crying. Consequently, psychologists rely on making inferences about mental processes on the basis of observable behaviour. An inference is a logical assumption, judgment or conclusion based on available evidence. For example, learning cannot be directly observed as it is a mental process that occurs within the individual. Instead, psychologists observe performance, or what people do. Then, on the basis of what has been observed, they make inferences about the learning that may have taken place.

The term behaviour refers to any externally expressed action made by a living person (or animal) that can be directly observed. Behaviour involves doing something — it is an active process. It is the means by which people can physically express their thoughts and feelings when interacting with the environment. Talking, touching, running, perspiring, hugging, flirting, texting, Skyping, watching television, sleeping, socialising and reflexive responses such as blinking and automatically withdrawing your hand if you touch a very hot object are all examples of behaviour that can be observed as it occurs.

Although the definition of psychology distinguishes between mental processes and behaviour, these do not often occur independently of one another. They are interrelated and constantly interact. For example, how you behave in a particular situation will be accompanied by underlying thoughts and feelings about that situation. Similarly, your thoughts and feelings about a situation can influence how you behave and the extent to which you will sustain that behaviour. For example, if you think you are being ‘used’ by one of your friends and feel angry about it, you may refuse to give them your class notes the next time they ask for them. Mental processes and behaviour are only considered separately for the purposes of scientific study, in courses such as VCE Psychology, and in textbooks such as this.

PSYCHOLOGY AS A SCIENTIFIC STUDY

Psychologists attempt to understand mental processes and behaviour by using the highly disciplined approach and methods of science to systematically collect, analyse and interpret data. This typically involves experimental research using carefully controlled observations and measurements. The reliance on a scientific approach and use of scientific research methods sets psychology apart from nonscientific disciplines such as history and politics.

Sciences share a common approach to studying their respective subject matter. For example, physics, chemistry, biology, environmental science and psychology differ in what they study, yet each discipline uses a scientific approach and method to achieve common goals of description, explanation, prediction and change, the latter by applying knowledge to prevent an unwanted outcome or bring about a beneficial outcome. While an environmental scientist might pursue these four goals in studying the
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**Figure 1.2** Mental processes and behaviour are interrelated and constantly interact.
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effects of greenhouse gases on global warming and climate change, a psychologist might pursue them in studying thoughts, feelings and behaviour during sleep.

Table 1.1 shows the key science skills specified for study in VCE Psychology. You will be given the opportunity to develop then demonstrate these skills at a progressively higher level throughout Units 3 and 4.

<table>
<thead>
<tr>
<th>Key science skill</th>
<th>VCE Psychology Units 1–4 skills</th>
</tr>
</thead>
</table>
| Develop aims and questions, formulate hypotheses and make predictions               | • determine aims, research hypotheses, questions and predictions that can be tested  
• identify and operationalise independent and dependent variables                   |
| Plan and undertake investigations                                                  | • determine appropriate type of investigation: experiments (including use of control and experimental groups); case studies; observational studies; self-reports; questionnaires; interviews; rating scales; access secondary data, including data sourced through the internet that would otherwise be difficult to source as raw or primary data through fieldwork, a laboratory or a classroom  
• use an appropriate experimental research design including independent groups, matched participants, repeated measures and cross-sectional studies  
• select and use equipment, materials and procedures appropriate to the investigation  
• minimise confounding and extraneous variables by considering type of sampling procedures, type of experiment, counterbalancing, single and double blind procedures, placebos, and standardised instructions and procedures  
• select appropriate sampling procedures for selection and allocation of participants including random sampling, stratified sampling, convenience sampling and random allocation of participants to groups |
| Comply with safety and ethical guidelines                                            | • understand the role of ethics committees in approving research  
• apply ethical principles when undertaking and reporting investigations, including consideration of the role of the experimenter, protection and security of participants’ information, confidentiality, voluntary participation, withdrawal rights, informed consent procedures, use of deception in research, debriefing and use of animals in research  
• apply relevant occupational health and safety guidelines while undertaking practical investigations |
| Conduct investigations to collect and record data                                    | • work independently and collaboratively as appropriate and within identified research constraints  
• systematically generate, collect, record and summarise both qualitative and quantitative data |
| Analyse and evaluate data, methods and scientific models                             | • process quantitative data using appropriate mathematical relationships and units  
• organise, present and interpret data using tables, bar charts, line graphs, percentages, calculations of mean as a measure of central tendency and understanding of standard deviation as a measure of variation around the mean  
• recognise the difference between statistics that describe a specific sample and the use of statistics to make inferences about the population from which the data were drawn  
• use basic principles of reliability and validity in evaluating research investigations undertaken  
• explain the merit of replicating procedures and the effects of sample sizes in obtaining reliable data  
• evaluate investigative procedures and possible sources of bias, and suggest improvements, with reference to identification of potential extraneous and confounding variables including individual participant differences, non-standardised instructions and procedures, order effects, experimenter effect and placebo effects  
• explain how models are used to organise and understand observed phenomena and concepts related to psychology, identifying limitations of the models  
• distinguish between scientific and non-scientific ideas |
### Key science skill

<table>
<thead>
<tr>
<th>Draw evidence-based conclusions</th>
<th>VCE Psychology Units 1–4 skills</th>
</tr>
</thead>
<tbody>
<tr>
<td>• determine to what extent evidence from an investigation supports the purpose of the investigation, and make recommendations, as appropriate, for modifying or extending the investigation</td>
<td></td>
</tr>
<tr>
<td>• draw conclusions consistent with evidence and relevant to the question under investigation</td>
<td></td>
</tr>
<tr>
<td>• identify, describe and explain the limitations of conclusions, including identification of further evidence required</td>
<td></td>
</tr>
<tr>
<td>• critically evaluate various types of information related to psychology from journal articles, mass media and opinions presented in the public domain</td>
<td></td>
</tr>
<tr>
<td>• discuss the implications of research findings and proposals</td>
<td></td>
</tr>
</tbody>
</table>

### Communicate and explain scientific ideas

| • use appropriate psychological terminology, representations and conventions for reporting research, including standard abbreviations, graphing conventions and the components of a scientific report with reference to inclusion of an abstract, an introduction and sections for method, results and discussion |
| • discuss relevant psychological information, ideas, concepts, theories and models and the connections between them |
| • identify and explain formal psychological terminology about investigations and concepts |
| • use clear, coherent and concise expression |
| • acknowledge sources of information and use standard scientific referencing conventions |

### STEPS IN PSYCHOLOGICAL RESEARCH

Most of what psychologists know about mental processes and behaviour comes from psychological research studies (‘investigations’) that have been conducted in a scientific way.

**Scientific research** involves using an appropriate research method to collect data (‘information’) relating to a question of interest, then summarising the data and drawing valid conclusions from the results in relation to the hypothesis that was tested. The research is based on scientific assumptions, ‘rules’ and procedures, and is planned, conducted and reported (‘communicated’) in a systematic way. This approach is also called **scientific method**.

Generally, a systematic, step-by-step procedure is followed when undertaking scientific research. There is not a single, unique set of steps or sequence that everyone follows. Although there are variations to the names and order in which they may be followed, most are like those described below. The steps do not guarantee accurate and justifiable conclusions, but they help ensure appropriate data is collected and minimise the chance for bias, errors, one-off or faulty conclusions and results that cannot be tested through replication of research.

**Step 1 Identify the research topic**

The first step involves identifying the specific topic of research interest. The topic that is identified is commonly called the research ‘question’ or ‘problem’. For example, a researcher might be interested in ways of improving memory. To do this, they may conduct a **literature review** to find reports of research already conducted on their topic. For example, research studies (‘investigations’) on memory improvement may include reports on experiments that have:

• tested specific techniques for improving memory (called ‘mnemonics’) such as ‘narrative chaining’ and ‘acrostics’
• compared ‘maintenance rehearsal’ involving simple, continuous repetition of the information to be remembered with ‘elaborative rehearsal’, which involves linking new information with information already in memory.

A literature review enables the researcher to become more familiar with their topic of interest, to refine their ideas and to propose a relevant aim and a research question or problem that can be investigated. For example, the researcher might decide to investigate the question ‘Is narrative chaining a more effective technique for improving memory than acrostics?’

**Step 2 Formulate the research hypothesis**

When the topic has been identified and refined to the level of a question or problem, the next step involves construction (‘formulation’) of an appropriate hypothesis for the research. This is essentially a thoughtfully considered prediction about the outcome when the hypothesis is tested; for example, in a memory improvement study (‘investigation’), a prediction about whether the use of a specific memory improvement technique when learning new information will lead to an improvement in memory of that information (when measured using a test of recall).
The research hypothesis is formulated before the study is conducted. It must be testable and written as a very specific statement. For example, a research hypothesis for the memory improvement study could be 'students who use narrative chaining to learn new information will have a better memory of that information than students who learn the information using acrostics'. Note that within the hypothesis is a possible explanation of the outcome — why some students will have a better memory of what they learn.

There are several other important characteristics of the research hypothesis. These are described on page 00.

Step 3 Design the research
The next step involves selecting the most appropriate type of research method (such as an experiment) for testing the hypothesis and designing the specific procedures that will be used to collect the required data. The plan that is formulated to collect relevant data is generally referred to as the research design. This is also considered when the hypothesis is being formulated to help ensure the hypothesis is testable.

When designing the research, the researcher must take account of their hypothesis, decide which participants will be studied, how many there will be, and how they will be selected and allocated to different groups that may be used in the study.

For the memory improvement investigation, the researcher may decide to conduct an experiment using Year 6 students from a nearby primary school as participants.

For example, if the researcher uses a type of experimental research design called independent groups, one-third of the participants could be taught the narrative chaining technique, then they would use it to learn new information (such as a shopping list); one-third would be taught to use acrostics, and the other third would be used for comparison and would therefore not be taught or use narrative chaining or acrostics. The two groups who use a technique for improving memory would be called experimental groups, and the comparison group would be called the control group.

There are also organisational matters to attend to; for example, preparation of participant consent forms, ensuring availability of participants and a suitable venue at specific times, and preparation of instructional and test materials.

When designing the research, it is vital that relevant ethical standards and guidelines are followed to ensure the rights and well-being of all participants are protected. These apply to all stages of the research (including the report) and are described on pages 00–0. For example, since children will be used in the memory improvement study, the researcher will be required to obtain informed written consent from the parent(s) or guardian(s) of all children who have been selected as participants.

Step 4 Collect the data
The fourth step involves actually collecting the required data in order to determine the results and conclusions that can be drawn. Data may be primary or secondary and quantitative or qualitative. In the memory improvement experiment, the data will be primary (collected ‘first hand’) and quantitative (in the form of ‘numbers’ such as test scores). The different types of data are described on page 00.

Based on their plan and research design, the participants to be involved in the research are organised and the study is conducted in an objective way. Objectivity involves taking steps to prevent personal factors from influencing any aspect of the research (or its reporting). It requires that data are collected and recorded free of bias, prejudice and other personal factors that may distort it in an unwanted way. For example, an objective description of an event would simply describe what happened. The description might offer suggestions or beliefs about the motives or emotions of the people involved, but these would be considered subjective (or ‘personal interpretations’), rather than objective observations.

Step 5 Analyse the data
The data collected by the researcher are initially referred to as raw data because it has not been processed or analysed. The next step is therefore to objectively summarise, organise and represent the raw data in a logical and meaningful way to help determine whether the hypothesis is supported and draw conclusions.

This usually involves breaking down a large set of numbers into smaller sets (e.g. raw data summarised as percentages in a table or graph), or even down to a single number or two (e.g. a mean score or standard deviation). The researcher is then better able to consider the data when determining whether the hypothesis is supported based on the results obtained.

Step 6 Interpret and evaluate the results
Once the data has been analysed, it needs to be interpreted and evaluated. This includes drawing a conclusion(s) about what the results mean and identifying, describing and explaining limitations.

One type of conclusion relates directly to the research hypothesis. This involves a judgment on whether or not the results support it. The researcher may also consider how widely the results can be applied. Most psychological research usually involves hypothesis testing with a relatively small number of participants who have been selected from a bigger group of interest; for example, 9 male and 9 female year 6 students from a primary school, rather than all year 6 students at the school or all year 6 students in the area or in general.
Of particular interest to the researcher is whether the findings obtained from a relatively small number of cases, such as the primary school students who were participants in the experiment, can be extended to apply to the bigger group of year 6 students at the school where they were selected, and possibly to other groups and situations; for example, to all years 6 students, to younger and/or older students or people in general.

With reference to the memory improvement experiment, if the results were found to clearly indicate that narrative chaining was a more effective technique than acrostics, then the researcher would interpret the results as supporting the hypothesis. They would conclude that narrative chaining is a more effective strategy for improving memory of new information than acrostics. However, the results might also indicate that using acrostics is also an effective strategy for improving memory (when compared with using no strategy). If so, the researcher would make this conclusion as well.

When drawing conclusions, the researcher examines patterns and trends in the data and bases their judgments strictly on what the results show. Statistical techniques are used to support the process. Their conclusions are restricted to the available data. They would also seek to identify, comment on and take account of any limitations of their study when drawing conclusions. For example, limitations might include:

- participant characteristics (including abilities) or events during the experiment that may have influenced the results in an unwanted way
- that the results may apply only to specific kinds of information (e.g. grocery lists, word lists)
- that mnemonic devices may be more or less suitable for other age, social or cultural groups.

### Step 7 Report the research and findings

The final step involves preparation of a report for others who may be interested in the research, its results and findings. Typically, psychological researchers prepare a detailed written report which they seek to get published in a professional journal. Each of these journals has reviewers who critically evaluate the research. It is only on the basis of these ‘peer reviews’ that the research may be accepted for publication. In addition, a poster report may also be prepared for display and discussion at a conference or meeting with other researchers.

The report prepared for publication in a journal follows a strict format and describes in detail all aspects of the research, including relevant background information, how the research was conducted, the results and findings, any limitations which may have impacted on the results, and a list of references used in preparing for the research and writing the report. A poster report has a format more suited to display and is less detailed.

Reporting the research and its findings is a very important part of the research process. It is the way other researchers find out about research which has been conducted in areas of common interest and the way scientific progress is achieved. It also enables the general public to benefit from the findings of research.

Additionally, the reporting process places the specific study and its research procedures under the critical eye of other psychologists and researchers; for example, to check the accuracy of the results and to consider alternative conclusions that may be valid. It also enables replication by other researchers.
**Replication** refers to the reproducibility and repeatability of research and its results. This helps ensure the same research method can be ‘reproduced’ under different conditions and that the data and conclusions are not one-off but are ‘repeatable’ if the research is conducted again under the same conditions (including the method, procedures, materials and so on). When repeated, there should be close agreement with the original results. Replication also enables researchers to test the applicability or relevance of the research or results to other groups or situations. Overall, replication is an important test of the reliability of research.
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**Figure 1.4** Flowchart of steps in psychological research. The flowchart summarises the memory study as if it were completed for VCE Psychology.
BOX 1.1

Designing and conducting experimental research for a practical investigation

The Unit 4 practical investigation SAC requires you to design and conduct your own experimental research on ‘mental processes and psychological functioning’. This may be completed during Unit 3, Unit 4 or across both units. Although there is considerable scope for topic choice, you must use an appropriate experimental research design to collect primary data (see page 00) and present the report using the VCAA poster format (see page 00).

The following guidelines for the practical investigation are based on and summarise the ‘Steps in psychological research’ described previously. They assume you will work independently and can help ensure you successfully plan and conduct your investigation. The rest of this chapter includes detailed information relevant to each step.

Step 1 Identify the research topic
Your teacher may give you a research topic (question or problem), or allow you to choose your own. (If you are required to investigate a particular topic identified by your teacher, some of the steps may not be relevant.)

Step 2 Read relevant literature
Review and become familiar with the area of study and specific topic you intend to investigate. Refer to the VCE Psychology study design, the relevant chapter(s) in this textbook, other psychology textbooks, your class notes, credible websites or even journal articles from a library or the internet. This will assist you to refine your ideas. It is important that you focus on arriving at a specific topic in the form of a relevant research question or problem that can be investigated (such as effectiveness of mnemonic devices), rather than a general topic (such as memory).

Step 3 Draft a research proposal
Draw up an initial plan for carrying out your investigation. Consider the following:
• formulation of your research hypothesis and how it could be tested with reference to the specific type of experimental design, the independent and dependent variables, and how these variables will be operationalised
• variables other than the independent and dependent variables that may have an unwanted influence on the results and therefore need to be controlled
• relevant ethical considerations and personal safety issues
• who the participants will be, their availability, time requirements for key stages and procedures, and materials/equipment requirements
• the data to be obtained and how it will be summarised and interpreted
• potential limitations and the extent to which these may impact on the conduct of the investigation and its results.

Submit your proposal to your teacher. Regardless of how careful you are, your teacher may find flaws in the research design and oversights in ethical considerations that you, the original designer, being so close to the research, might not notice. Furthermore, according to the VCE Psychology study design (pp. 8–9), your teacher is responsible for ensuring that your research is conducted safely and ethically.

Step 4 Refine the research design
Correct any problems with your initial proposal. Ensure your research hypothesis is clearly stated and testable using your proposed research design. Your choice of sample and the control of variables are important considerations. The sample size should be manageable. Prepare a revised research proposal.

Step 5 Obtain approval to conduct the investigation
Submit your research proposal to your teacher to obtain approval to conduct the experiment.

Step 6 Organise materials and arrangements for the investigation
Ensure compliance with relevant participant consent requirements. Schedule and confirm availability of participants, the research setting or venue, materials, equipment and any other relevant resources.

Step 7 Collect the data
Conduct the experiment to test your hypothesis. Ensure that you collect the data objectively and follow all relevant ethical and safety guidelines.

Step 8 Present the results
Summarise the raw data, organise it and present it in an appropriate form using relevant statistical measures such as percentages and means. Data is usually presented in tables and figures such as graphs and charts.

Step 9 Analyse the results
Evaluate and interpret the summarised data in relation to your research hypothesis. Identify patterns and relationships, including sources of error and limitations of the data, your research design and how you implemented the design.

Step 10 Draw a conclusion(s)
Having interpreted the data, state the major finding(s) of the investigation. Make a statement about whether the results support or do not support your hypothesis. Review your research design and comment on any limitations of the investigation (including potential influences of unwanted extraneous or confounding variables), ways to improve the design and the possible wider application (generalisation) of the results.

Step 11 Present a report
Finally, prepare a report using the poster format described on pages 00. Your teacher will advise you about the template that can be used to guide the format and presentation, as well as the degree of detail required. Keep in mind that your report will be assessed, and ensure that your report will meet all the assessment criteria.
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RESEARCH METHODS

Psychologists can choose from a wide variety of research methods to scientifically collect data in order to test hypotheses and answer questions on topics of interest. A research method is a particular way of conducting an investigation to collect accurate and reliable information about mental processes and behaviour. For example, an experiment and an observational study are different research methods. Although they share some procedures, they are clearly distinguishable.

Each type of research method has its specific purposes, procedures, advantages and limitations. The researcher’s choice depends on which method is most appropriate for the specific topic of research interest and hypothesis being tested. This is not unlike the choice a carpenter makes of which tool to use. Whether a hammer or saw is selected depends on the work to be done. Each tool has a specific use and way of being used. Similarly, each research method has a particular logic underlying its use and how it is used. In some cases it may be appropriate to use a combination of research methods to investigate and collect data. For example, a researcher conducting an experiment on different memory aids used by VCE students when studying for an exam may also conduct a survey to find out what motivates them to study for an exam, where they study, when they study and how much time they spend.

Sample selection and formulation of a research hypothesis are common to all psychological investigations requiring participants and are undertaken early in the research process. We consider each of these important procedures before examining the research methods prescribed in VCE Psychology and the specific features that distinguish these methods.

Sample and population

Psychologists mostly conduct research with people. Participants are the people who take part in the research. The responses (or ‘reactions’) of the participants provide the data and the results for the research. The participants who are selected and used in the research are said to form the sample. A sample is a group that is a subset or part of a larger group chosen to be studied for research purposes.

The term population is used in psychological research to describe the larger group from which a sample is selected and to which the researcher will seek to apply (generalise) the results. In scientific research, the term ‘population’ does not refer to all the people in a particular country or to the whole human race. It refers to a particular group who has one or more characteristics in common; for example, all VCE Psychology students enrolled at a particular school, all VCE students in all schools, all females, all females who have been diagnosed with schizophrenia and are patients in a hospital, all left-handed males, all registered nurses aged 25 to 30 years, all cigarette smokers, all twins, all four-year-old twins, or all four-year-old identical twins born at a particular hospital.

The population used for research can also be a measurement; for example, all EEG (brain wave) recordings for an individual during a certain period of time, the IQ scores of all students in a particular school, all drug-related deaths reported by the coroner in the previous 12 months, all absences from a workplace in a ten-year period due to a stress-related problem, all the days on which the temperature exceeded 30°C, all the words in the English language, all public hospitals in Victoria providing adolescent mental health services, or all of any other specified data.

**FIGURE 1.5** A carpenter chooses tools depending on the work to be done, just as the researcher chooses the most appropriate research method to conduct an investigation on their topic of research interest.

**FIGURE 1.6** If a sample is representative of its population, the researcher is more able to generalise the results for the sample to its population.
A sample is always a subgroup of the population. Therefore, it is always smaller than a population. When studying people, psychologists can rarely be certain about any mental process or behaviour that occurs in a population because they can rarely study all its members — it's usually too large a group. Consequently, researchers draw a sample that is appropriate for testing their hypothesis and attempt to generalise the results obtained for the sample to the population from which it is drawn. This is why it is important that the sample accurately reflect, or be representative of, the entire population of interest, although this is not always possible.

**Research hypothesis**

In psychology, as in other sciences, a research study is designed to test one or more hypotheses relevant to the topic (problem or question) of research interest. A research hypothesis is a testable prediction about the relationship between two or more variables (events or characteristics). It typically states the existence of a relationship between the variables of interest, the expected relationship between them and a possible explanation of the results. For example:

- Watching violent television programs will lead to an increase in aggressive behaviour in young children.
- VCE students perform better on exams when they study on a regular basis.
- Changing channels occurs more frequently when watching television alone than when watching with others.
- Mobile phone conversations while driving, whether hands-on or hands-off, impairs driving performance.

The research hypothesis is often described as an ‘educated guess’. This is because it is based on what is already known about behaviour and mental processes; for example, from:

- what has been learnt through prior experience, including observations in everyday life
- reading a psychological theory on the topic and/or
- findings from previous research studies.

The research hypothesis is formulated before the investigation is conducted and provides a focus for the research. A good research hypothesis has the following characteristics:

- refers to events or characteristics that can be observed and measured and is therefore testable (e.g. a hypothesis that people see a bright light when they die is not testable because it is not possible to observe or measure human experiences after death)
- states the existence of a relationship between two or more variables
- states the expected relationship between the variables (e.g. how one variable will influence the other)
- explains the results (e.g. an increase in aggressive behaviour will be attributable to watching violent television programs)
- based on observations, a theory, model or research findings
- prepared as a carefully worded written statement (rather than a question)
- expressed clearly and precisely (rather than vaguely and generally)
- written as a single sentence.

In some cases, the research hypothesis may also refer to the specific population from which the sample was drawn and therefore the target group about which the researcher intends to draw conclusions. The population, however, is most commonly described in the introduction to the report on the investigation.

There is no preferred writing style for a research hypothesis. Different writing styles can be equally valid. For example, some hypotheses use an ‘if-then’ style, such as ‘if a certain event occurs, then it will cause a certain response’. In relation to children’s television viewing, this may be stated as: ‘If children watch violent programs on television, then they will behave more aggressively’.

It is not always possible to be entirely certain about the accuracy of the prediction within a hypothesis. This is mainly because the researcher does not necessarily know or can control the influence of the many different variables that may affect a person at any given time. Nonetheless, most researchers would probably consider it pointless to conduct an investigation when the outcome is certain.

Scientific predictions tend to be more accurate about a large group or people in general than about a specific person. For example, a car insurance company can more accurately predict the percentage of people in a particular age group who are likely to be involved in road accidents this year than it can predict whether any particular individual in that age group will have an accident. Similarly, a psychologist may be able to correctly predict that cigarette smokers will be more likely to suffer a heart attack, but they cannot predict with certainty whether a particular cigarette smoker will suffer a heart attack.

This situation is no different in other sciences, which can only make predictions with varying degrees of probability of being correct. For example, your doctor may prescribe an antibiotic that, based on medical research, is usually effective in treating pneumonia. Your doctor, however, cannot guarantee that it will cure your pneumonia. Similarly, seismologists know that cities lying along geological faults are more likely to experience earthquakes, but they cannot accurately predict the day, or even the year, when one of these cities will experience its next major earthquake (Sdroow, 1995).
**Theory and model**

A research hypothesis is different from a theory and model — it is a specific prediction that guides the collection, analysis, interpretation and evaluation of data that has been collected to test it. In contrast, a **theory** is a general explanation of a set of observations or findings about behaviour and/or mental processes which seem to be related. The term model is used interchangeably with theory although a **model** tends to focus more on representing *how* some behaviour and/or mental process could, should or does occur. It can often be supported by one or more diagrams with boxes and arrows to organise and show relationships between different concepts. There are examples of theories and models throughout this text because they are an important part of your study of psychology.

Theories and models vary in scope, complexity and detail. Some are essentially a hypothesis that has been restated. Others explain many interrelated research findings and ideas. Along with explaining existing results, a useful theory or model generates new hypotheses and guides further research. Many theories or models of learning, remembering, personality, mental health, stress-related effects, phobia acquisition, child development, problem-solving, creative thinking and so on, are the products of psychological research and have generated valuable new research. In addition, some models have generated new theories and some theories have generated new models.

Whatever their scope — from tiny to vast — theories and models serve a gap-filling function. They explain how findings and ideas fit together and what they mean, thereby making psychology a discipline that does more than report isolated facts. Psychologists prefer testable theories and models because they can be confirmed or refuted (rejected) by further scientific research. Therefore, theories and models tend to not be judged in terms of their accuracy, but rather in terms of their usefulness. This means that a theory or model tends not to be considered as either right or wrong. Instead, it is simply regarded as more or less useful.
In any of these examples, a researcher could conduct an experiment to find out if there is a causal (‘cause–effect’) relationship between the different variables. When conducting an experiment, the researcher would do so in a planned, systematic way, controlling all variables that can influence the results, not just the IV but all other variables too.

There are different types of experimental designs that vary in terms of their specific procedures and complexity. All experiments, however, have a number of common features. We consider the essential features of the psychological experiment and why this particular research method can be used to investigate causes of behaviour and links between behaviour and mental processes.

**Variables**

In research, a **variable** is something that can change (‘vary’) in amount or type and is measurable. For example, sleep can change in both amount (e.g., number of hours) and type (e.g., with or without rapid eye movements) and is measurable (e.g., through recordings of bodily activities such as eye movements and brain wave patterns). Age, sex, intelligence, mood, problem solving, memory, state of consciousness, sociability, use of social media, diet, exercise, media violence, drug-taking, risk-taking, family environment, religion, culture, work space, crowding, number of errors, and time taken to perform a task are examples from a virtually endless list of variables that may be studied in psychology.

A variable may be a personal characteristic, either physical or psychological, or an event that can have a specific influence on how an individual may think, feel or behave. Personal characteristics such as biological sex, blood type, genetic make-up and racial or ethnic background are all inborn and therefore ‘fixed’ and unchanging within a person. However, in psychological research they are still considered variables because they can be of different types and are measurable. For example, ‘male’ and ‘female’ are two types of biological sex and ‘O’, ‘A’, ‘B’ and ‘AB’ are four different blood types. Although a researcher cannot change a participant’s sex or blood type, they can ‘manipulate’ (or ‘change’) them by allocating males and females and/or people with different blood types to different groups used in their experiment in order to make comparisons. Similarly, age and intelligence are ‘fixed’: However, the researcher can manipulate them by comparing naturally occurring variations; for example, the performance of old and young participants, or, more or less intelligent participants (as indicated by IQ scores).

**Independent and dependent variables**

Every experiment includes at least one independent variable and one dependent variable. The **independent variable (IV)** is the variable that is systematically manipulated or changed in some way by the

---

**Experimental research**

One of the most scientifically rigorous research methods used in psychology, as in other sciences, is the experimental method. This provides a means of collecting evidence to measure the effect of one variable on another. More specifically, an **experiment** is used to test a cause–effect relationship between variables under controlled conditions. For example, an experiment would be used to find out:

- if the variable of anxiety (a possible cause) has an effect on the variable of exam performance
- if the variable of playing music while studying (a possible cause) has an effect on the variable of learning
- if the variable of amount of sleep (a possible cause) has an effect on the variable of memory.

---

**Learning Activity 1.1**

**Review questions**

1. Someone has adopted a position that psychology is not a science like biology of physics. What two arguments could be made in support of psychology being a scientific discipline?
2. (a) What is the difference between a sample and population in relation to research? (b) Why is it important that sample and its population are as alike as possible?
3. (a) Explain the meaning of hypothesis when used in a research study (investigation). (b) Distinguish between a research hypothesis, a theory and a model, with reference to an example of a psychological theory and a psychological model. (c) Why can a research hypothesis be described as an ‘educated guess’?
4. Construct a two-column table. In one column, list the characteristics of a research hypothesis. In the other column, summarise each characteristic using not more than three words.
5. Explain two possible limitations of the following question if it were to be used as a research hypothesis: Do some people have an extrasensory perceptual ability to send and receive mental messages?
6. Formulate a research hypothesis for each of the following topics or questions of research interest. Ensure each hypothesis has the characteristics summarised in your table for question 4. (a) Lack of attention causes forgetting. (b) Crowding increases aggression. (c) Positive thinking leads to success in a job interview. (d) Does offering an incentive result in greater motivation to succeed? (e) What is the effect of rote learning of information on a person’s ability to recall the information when needed? (f) Does being permitted to take a bottle of water into an exam improve performance on the exam?
researcher in order to measure its effect on the dependent variable. For example, in an experiment on whether watching a violent television program increases aggressive behaviour, the IV will be exposure to a violent television program. Its ‘manipulation’ will involve exposing or not exposing participants to violence in a television program to observe the consequential changes in the dependent variable (aggressive behaviour). The IV is sometimes referred to as the ‘treatment’ variable or condition to which participants in an experiment may be exposed. The independent variable is assumed to have a direct effect on the dependent variable so it is also assumed that any measurable change in the dependent variable will be due to the effect of the independent variable.

As indicated in the example above, a ‘treatment’ may also be withheld; for example, to compare its effect(s) on participants who are exposed to it with those who are not. This is why an IV may also be referred to as having different levels (or values) — the level (or value) of the IV is systematically ‘manipulated’. In the simplest type of experiment, the IV has two levels, such as exposure or non-exposure to violence in a television program.

More complex experiments have three or more levels of the IV; for example, non-exposure to a violent TV program, exposure to one violent TV program and exposure to two violent TV programs. Alternatively, the levels of the IV may involve exposure or non-exposure to specific types of violent TV programs; for example, to compare the influence of violence by cartoon characters with violence by people in a movie. An even more complex experiment may compare responses of male and female participants to various types of violent and non-violent male and female characters or people in different types of TV programs following different periods of exposure (e.g. 15 minutes, 30 minutes, 45 minutes, 1 hour, and so on).

An experiment can also have more than one IV. For example, a researcher might test a hypothesis that a child will behave aggressively after watching a violent TV program only if other children are present. In this case, both the violent TV program and the presence of other children would be IVs. A third IV could be drinking a high sugar content cordial during the program. Of course, different levels of one or more of these IVs could also be used.

The dependent variable (DV) is the variable that is used to observe and measure the effects of the independent variable. It is the aspect of a participant’s behaviour or experience that is assumed and expected to change as a result of the manipulation of the independent variable. For example, a behaviour such as aggression in young children might be observed and measured by the number of times physical contact is made with another person in a 5-minute period immediately after a child has been exposed to a violent or a non-violent TV program. Aggressive behaviour is the dependent variable, because the participants’ responses are believed to be influenced by, or ‘dependent on’, the effects of the independent variable. It is sometimes referred to as the ‘measurement’ variable, because it provides a ‘measure’ of the participants’ responses to the independent variable.

In the examples of possible experiments given above, anxiety would be the IV and exam performance the DV; playing music while studying would be the IV and learning the DV; and amount of sleep would be the IV and memory the DV.

In terms of a cause–effect relationship, the independent variable is viewed as the possible cause, and changes in the dependent variable are the possible effect. In experimental research, the research hypothesis states the causal relationship between the independent and dependent variables to be tested; that is, that the IV(s) will cause the DV(s) to change in a particular way. When the results of an experiment are shown on a graph, the IV(s) is plotted on the vertical axis and the DV(s) on the horizontal axis.

**Figure 1.9** Distinguishing between the IV and DV

**Figure 1.10** The IV and DV in a simple experiment on whether watching a violent television program increases aggressive behaviour
**Experimental settings**

Experiments can be conducted in a laboratory setting (called a laboratory experiment) or outside the laboratory in a field setting (called a field experiment).

A laboratory setting usually enables stricter control of variables but is sometimes criticised because of its artificiality, depending on what is studied. In a field setting, the conditions of the experiment are usually less strictly controlled, but it has the advantage of being able to make observations of participants’ behaviour in a real world environment where their behaviour is likely to occur more naturally.

**FIGURE 1.11** (a) A laboratory setting where behaviour is observed in a controlled situation established by the researcher. (b) A field setting where behaviour is observed in the real-world situation of a singles bar, but where less control of conditions is possible.

**LEARNING ACTIVITY 1.2**

**Review questions**

1. What is an experiment?
2. Write a definition of each of the following terms as they apply to an experiment:
   - variable
   - independent variable
   - dependent variable
3. (a) What do researchers expect to happen to DVs when they manipulate IVs?
   (b) What does ‘manipulation’ of an IV actually involve?
   (c) Give an example of how each of the following could be manipulated if it is an IV in an experiment.
      (i) sleep
      (ii) lighting
      (iii) room temperature
      (iv) a word
      (v) body weight.
4. Identify the IV and DV in each of the following if experimental research were to be conducted:
   (a) Receiving a reward for studying will increase the amount of time students engage in studying.
   (b) People who are in love perceive each other more positively than other people perceive them.
   (c) Recall of information presented early in a list is better than recall of information presented later in a list.
   (d) People react faster to sounds than to visual stimuli.
   (e) Using adult language when talking to infants improves their vocabulary.
   (f) People change their pitch of voice when lying.
   (g) Daydreaming occurs more frequently during simple tasks than during complex tasks.
   (h) Workers on an assembly line are more productive when working alone than in a small group.
**LEARNING ACTIVITY 1.3**

**Identifying IVs and DVs in experiments**

A researcher noticed that some of her laboratory rats stood on their hind legs for a moment whenever their food was brought into the laboratory. She decided to test whether she could teach the rats to stand on their hind legs when she rang a bell.

First she measured the exact amount of time the rats spent standing when the food was brought in. Then she rang a bell just before each meal. The rats eventually started to stand on their hind legs when they heard the bell.

1. What are the IV and DV of the experiment?
2. What is the DV and how is it measured?

B. A field experiment

A researcher observed helping behaviour in a real-world setting. An actor pretending to be either drunk or blind was required to collapse on a Melbourne underground train platform. Sometimes the actor was an Aboriginal male and sometimes the actor was an Anglo-Saxon male of about the same age. The researcher then recorded how long it took for help to be given.

1. What is the IV and how many levels or values does it have?
2. How is the IV manipulated?
3. What is the DV and how is it measured?

### Operationalising independent and dependent variables

**Operationalising** the independent and dependent variables involves defining and explaining them in terms of the specific procedures (‘operations’) used to measure them. Stating how the IV and DV will be measured is an important step because many of the behaviours and mental processes psychologists investigate can have different meanings and can therefore be defined and measured in more than one way.

For example, consider an experiment to investigate whether exercise provides relief from depression. ‘Exercise’, which is the IV, might be operationalised as ‘walking at a particular pace for a specified period of time on an automated treadmill’. ‘Depression’, which is the DV to be measured, might be operationalised as the number of negative words used in writing a creative story, as it has been found through previous research studies to be related to the severity of depression. Similarly, consider the way in which each of the following potential variables that can have multiple meanings might be operationalised for the purpose of experimental research:

- **intelligence** — a score on a standardised intelligence test
- **memory** — a score on a test of free recall
- **learning** — the reduction in the number of errors when performing an unfamiliar task
- **anger** — changes in blood pressure, heart rate and respiration rate
- **physical attraction** — the number of times someone touches another person
- **love** — the frequency of expressions of affection such as kissing, touching and cuddling.

Operationalising the IV(s) and DV(s) ensures that these variables are precisely defined and explained. The resulting definitions are sometimes called **operational definitions** (see box 1.3).

There are three important benefits of variables being defined precisely through operationalisation. 1. It helps ensure the independent and dependent variables are testable and therefore that the research hypothesis is testable.

2. All researchers involved in conducting the experiment know exactly what is being observed and measured. This helps avoid **experimenter bias** which can occur when individual motives, expectations, interests and previous experiences lead to observations that are not necessarily accurate.

3. When the variables are defined in a very precise way, another researcher interested in the results, or perhaps even doubting them, will be able to repeat the experiment in order to test (‘check’) the results obtained for accuracy or for relevance to other groups or situations.

When a study is replicated using a similar sample and similar results are obtained, there is greater confidence in the validity of the results. Alternatively, if replication of a study fails to produce the same basic findings, researchers have less confidence in the findings reported for the original research.

The research hypothesis for an experiment often refers to the operationalised variables. For example, consider a possible hypothesis for the experiment on exercise and depression:

*People with depression who exercise regularly will have fewer symptoms of depression than people who do not exercise.*

Note in this research hypothesis that:

- the IV is stated, including both its levels i.e. exercise and no exercise
- the DV is also stated i.e. symptoms of depression.
In psychology, as in any other science, definitions of the concepts under investigation (and any other descriptions) must be clear and precise. Consider the statement ‘the research is about crime’. ‘Crime’ could refer to riding a bicycle without an approved helmet, parking in front of a fire hydrant, shoplifting, assaulting someone, committing armed robbery, smuggling protected Australian birds out of the country, and so on. Like many of the words that we use in everyday conversation, the term ‘crime’ covers a broad range of behaviours and is therefore too inexact to use for research purposes. Similarly, a term such as ‘generous’, while appropriate to use in everyday conversation, is too imprecise for research purposes because generosity can be demonstrated in many different ways, such as donating money to a charity, volunteering to coach a junior sports team, or spending time with a friend who is unwell or facing difficult times.

Researchers overcome this problem by defining their subject matter in terms of the way they observe or measure it — they define what they are measuring by describing precisely how they are measuring it. The resulting definitions are called operational definitions. An operational definition defines an observable event in terms of the procedures (or ‘operations’) used to measure that event. Operationalisation of the IVs and DVs in an experiment essentially involves stating their operational definitions.

Consider, for example, a researcher who is interested in the conditions under which a rat turns left rather than right in a maze. It may seem relatively simple to determine the direction a rat turns in a maze. But what exactly is a turn? What will the researcher observe? How will the researcher measure the turn of a rat in a maze? Will the rat sticking its nose around the corner be considered a turn? What if it gets most of its body around the corner and then scoots back? Does the rat’s tail have to make it all the way around? As basic as it may seem, the researcher would have to operationally define a turn in a maze by specifying exactly how it will be measured. For the purposes of this study, the operational definition of a turn might be ‘when a rat’s tail makes it all the way around a corner’. And, for the examples of crime and generous referred to previously, crime might be operationally defined as ‘any act listed as a felony by Australian law’, and generous might be operationally defined as ‘donating more than 5% of one’s annual salary to charity’.
LEARNING ACTIVITY 1.4

Review questions
1. What does operationalisation of the IV and DV involve?
2. What are the potential benefits of operationalising variables?
3. Suggest how the IV and DV could be operationalised for each of the following research topics:
   (a) Anxiety causes forgetting.
   (b) Crowding increases aggression.
   (c) Relaxation minimises stress.
   (d) Practice assists learning.
   (e) Girls talk more than boys.

4. Suggest an operationalised IV and DV for each of the following questions of research interest:
   (a) Does offering an incentive result in greater motivation to succeed?
   (b) What is the effect of rote learning of information on a person’s ability to recall the information when needed?
   (c) Does being permitted to take a bottle of water into an exam improve performance in the exam?
   (d) Does parental attention increase the incidence of tantrum behaviour by toddlers?
   (e) Does sleep deprivation time cause an increase in reaction time when bike riding?

Experimental groups and control groups

In a simple experiment, the participants selected are allocated to one of two groups. One group of participants, called the experimental group, is exposed to the experimental condition in which the IV under investigation is present. A second group of participants, called the control group, is exposed to the control condition in which the IV is absent (see figure 1.14).

![Figure 1.14 A simple experiment](image)

For example, consider an experiment to test whether displaying posters of rock stars wearing a particular brand of jeans increases sales of that brand. The experimental group is exposed to a condition whereby posters showing rock stars wearing the jeans are displayed prominently in a jeans store, while the control group is not exposed to the posters. The DV might be the number of pairs of that brand of jeans sold (see figure 1.15).

The control group provides a standard or ‘baseline’ against which the performance of the experimental group can be compared to determine whether the IV has caused some change in, or affected in some way, the behaviour or event being measured (the DV). Without a control condition, it would not be possible to assess the influence of an IV; for example, whether the posters of rock stars wearing the jeans affected the number of pairs of jeans purchased.

If a significantly greater number of these jeans are purchased by participants in the experimental group, the experimenter may assume that the difference between the two groups was caused by the exposure of the experimental group to the posters of rock stars (IV). However, in order to make this assumption, the experimenter must be confident that no variable other than the IV being tested had an excessive influence on the purchase of jeans (see figure 1.15).

It is important that the experimental group and the control group are as similar as possible in personal characteristics that might cause a change in the DV. For example, one group should not have significantly more participants who have access to more spending money so that this doesn’t become a possible reason for the difference in jeans purchased that may be recorded. It is also necessary to treat the two groups the same, except for exposure of the experimental group to the IV. For example, one group should not receive more or better quality customer service than the other. Both of these conditions are necessary so that if a large enough change occurs in the experimental group and does not occur in the control group, the researcher can be more confident in concluding that it was the IV that most likely caused the change and not some other variable.

Some experiments do not have an experimental group and a control group. Instead, they have one group of participants who are exposed to both the control condition and the experimental condition. For example, to study the influence of rock music on people’s concentration while driving, a group of participants could have their driving abilities tested in a simulator while no rock music was playing (control condition). The same group would later be tested again in the simulator while there was rock music playing (experimental condition). The test results of the same group under the two different conditions would then be compared.

Sometimes the experimental condition and control condition are collectively called experimental conditions, which literally means ‘all the conditions
of the experiment. When this expression is used, the condition in which the IV is present may be referred to as the ‘treatment condition’ because the IV is the ‘treatment’ to which the participants are exposed.

<table>
<thead>
<tr>
<th>Research hypothesis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Displaying posters of rock stars wearing brand X jeans increases brand X sales.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Experimental group</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exposure to poster with rock stars wearing brand X jeans</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Control group</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non-exposure to poster with rock stars wearing brand X jeans</td>
</tr>
</tbody>
</table>

Number of brand X jeans purchased

Is there a difference?

**FIGURE 1.15** Experimental design to test whether displaying posters of rock stars wearing a particular brand of jeans increases sales of that brand

**LEARNING ACTIVITY 1.5**

**Review questions**

1. Distinguish between an experimental group and a control group in relation to the IV.
2. What is the purpose of using a control group in an experiment?
3. Why is it important for the experimental and control groups to be as similar as possible in personal characteristics that may affect the DV?
4. (a) In what other way(s) must the experimental and control groups (or conditions) be alike?
(b) Why?
5. A researcher will conduct an experiment to find out whether people get a better score on a video game when cheered or jeered (“boomed”) by an audience of peers about the same age rather than when they play the game by themselves.
(a) Suggest how the IVs and DVs could be operationalised for the experiment.
(b) What are the experimental and control groups and how are their conditions different?
(c) What are three variables other than the IV that have the potential to influence the DV and would need to be controlled so that the effects of the IV can be isolated?

**Extraneous variables**

In an experiment, the researcher predicts that manipulating the IV will cause a change in the DV. If a change in the DV is found, the researcher would like to conclude that the change is due solely to the influence of the IV. In order to draw such a conclusion, it must be shown that all other variables that could have influenced what is being measured (the DV) have been controlled, minimised or eliminated. Other, or ‘extra’, variables in an experiment are called *extraneous variables*.

An *extraneous variable* is any variable other than the IV that can cause a change in the DV and therefore affect the results of the experiment in an unwanted way. Extraneous variables are ‘unwanted’ because they are not intentionally studied and can make it difficult for the researcher to conclude that any change in the DV was caused solely by the presence of the IV and not some other variable. The researcher attempts to identify all relevant extraneous variables when designing their experiment. A ‘relevant’ extraneous variable is one that is believed to have the potential to cause a change in the DV.

For example, suppose a researcher will conduct an experiment to investigate age differences in navigating between different spatial locations. Participants in different age groups ranging from very young to very old will be required to find their way through a series of increasingly complex mazes. The maze navigation tasks will be presented online using a computer so that the time taken to successfully complete each maze can be electronically measured and recorded. The IV is age and the DV is navigational ability. In this study, extraneous variables that could impact on the DV and would therefore need to be controlled or eliminated include:

- biological sex of participants e.g. one sex may have inherently better ability for this kind of spatial task
- prior experience with computers and online task completion e.g. a large number of very young or very old participants may lack computer and online experience which may interfere with maze navigation
- prior experience with maze navigation e.g. to ensure no age group is advantaged
- motivation e.g. to ensure one age group is no more or less motivated to complete the maze tasks than the others
- instructions e.g. to ensure all clearly understand what needs to be done and that no age group is unduly advantaged or disadvantaged by the administration or comprehension of instructions
- test conditions e.g. to ensure they are the same for all participants.

Potential extraneous variables are often identified prior to the research. Sometimes, the researcher does not become aware of relevant extraneous variables until after the experiment has commenced; for example, during the experiment or when evaluating the experiment after it has been conducted. In some cases, the researcher remains
unaware of relevant extraneous variables until another researcher points them out after reading the report on the experiment.

There are potentially many extraneous variables that can affect the DV of an experiment and it can be difficult for the researcher to predict and control all of them. Consequently, researchers tend to focus on controlling (or at least monitoring) those variables that are likely to have a significant effect on the DV. For example, in an experiment to determine the softest noise a person can hear, it would be very important to control background noise. However, in an experiment to test the effect of caffeine on performance of some physical task, background noise may not be so critical.

**Figure 1.16** This participant has a high error rate in a driving simulator. Is his poor performance due to his driving ability or because he went out with his friends and stayed up late the night before, slept poorly and felt excessively tired on awakening?

### Confounding variables

Every experiment used in psychological research is designed to answer the same basic question: *Does the IV cause the predicted change in the DV?* The researcher recognises that there are other variables that can affect participants’ responses (the DV), such as all those variables collectively referred to as extraneous variables.

Extraneous variables are inevitable and do not pose a problem if controlled in an appropriate way. By strictly controlling their unwanted effects on the DV, the effects of the IV on the DV can be isolated. If there is a measurable change in the DV, then the researcher can confidently conclude that the IV caused the change in the DV. If a variable that can affect the DV is not controlled, then its effect on the DV may not be able to be clearly distinguished from that of the IV. When this happens, the uncontrolled, extraneous variable is referred to as a confounding variable.

A **confounding variable** is a variable other than the IV that has had an unwanted effect on the DV, making it impossible to determine which of the variables has produced the change in the DV. A confounding variable is not manipulated or controlled by the researcher. Nor is it considered to be some kind of ‘random error’. It systematically varies together with the IV (or DV) so its effects are ‘confounded’, confused or mixed up with those of the IV. Because its effects cannot be separated from those of the IV, the researcher cannot conclude that the change in the DV was caused by the IV alone.

The presence of one or more confounding variables does not necessarily mean that the IV did not cause the change in the DV. However, the presence of a confounding variable suggests that there may be one or more alternative explanations for the results obtained in the experiment. For example, if there is a difference in the results for the experimental and control groups, it could be caused by the IV, the unwanted confounding variable or the combined effects of both. The more alternative explanations there are for the results, the less confident the researcher will be that the IV alone was responsible for the specific outcome.

A well-known example of the importance of controlling all variables in an experiment involves a taste test conducted by the Pepsi-Cola Company. Coca-Cola® drinkers were asked to taste two unidentified cola drinks and indicate which of the two they preferred. The drinks were Coca-Cola and Pepsi. The brand of cola was the IV, and the participants’ taste preference was the DV. To prevent the participants from knowing which cola they were tasting, they were given Pepsi in a cup labelled ‘M’ and Coca-Cola in a cup labelled ‘Q’. The results showed that most of the participants preferred Pepsi. The Pepsi-Cola Company proudly advertised this as evidence that even Coca-Cola drinkers preferred Pepsi. But, to test the findings, the Coca-Cola Company repeated the experiment, this time filling both cups with Coca-Cola. The results showed that most of the participants still preferred the cola in the cup labelled ‘M’. It seems that the Pepsi taste test had not demonstrated that Coca-Cola drinkers preferred Pepsi. It had demonstrated that Coca-Cola drinkers preferred the letter M to Q. The letters were an uncontrolled variable that had an unwanted effect on the DV (taste preference). Consequently, it remained unclear as to whether the IV (the kind of cola) or the unwanted variable (in this case the confounding variable of the letters) had affected the DV (taste preference).
A confounding variable is technically different from an extraneous variable. A confounding variable produces a measurable change in the DV. This change is consistent with what was predicted in the hypothesis, whereas an extraneous variable may or may not affect the DV. What both types of variables have in common is that they create problems for the researcher in isolating the real effect of the IV.

An experiment with uncontrolled variables compromises the validity and interpretation of the results. The more alternative explanations there might be for an observed result, the less confidence a researcher will have in their research hypothesis, which states that the IV will be the cause of a particular result.

Because human behaviour is complex and often has multiple causes, good experimental design involves anticipating potential extraneous and confounding variables and developing strategies to control and minimise their influence and ensure that extraneous variables do not become confounding variables.

**FIGURE 1.17** Confounding occurs when the effects of the IV on the DV cannot be separated from those of another variable that has not been manipulated or controlled by the researcher. In the bottom panel the brand of cola drink and labelling of the drink cup are confounded, but in the top panel they are separate (independent).

**LEARNING ACTIVITY 1.6**

**Review questions**

1. (a) Define the meaning of the terms extraneous variable and confounding variable.
   (b) When is the best time to identify these variables?
2. In what way are extraneous and confounding variables similar and different?
3. (a) Give two reasons to explain why it is essential to control extraneous and potential confounding variables in research.
   (b) Sometimes researchers refer to the ‘presence of a confound’ in an experiment. What do you think this means?
   (c) Similarly, a researcher may refer to a variable having ‘confounded’ the results or their interpretation. What do you think this means?
4. For each of the following experiments, identify the IV, DV and three potential extraneous or confounding variables.
   (a) The reaction time of 20 people who have just awoken from sleep is compared with that of a group who have just run a kilometre.
   (b) The goal shooting accuracy of one group during a 10-minute period is measured when alone and compared with that of another group who goal shoot in the presence of others.
   (c) Participants read a description of a person. All read the same description but half are told the person is of the same cultural background as themselves, whereas the other half are told the person has a different cultural background. All participants are then required to select characteristics they believe best describes the person; for example, ‘good vs bad’, ‘warm vs cold’ and ‘friendly vs unfriendly’.
5. A researcher is planning an experiment to investigate the rate of forgetting (how much time it takes) and amount of forgetting (how much information) that occurs when new information (e.g. a list of nonsense ‘words’ such as qab and jir) is learned.
   (a) Identify the operationalised IV(s) and DV(s).
   (b) Suggest two extraneous or potential confounding variables that could affect the DV (in addition to the IV) and therefore need to be controlled.
   (c) Suggest a way that each variable referred to in part (b) could be controlled.
6. An experiment was conducted to test whether people make fewer errors in detecting spelling errors in an interesting text than in a boring one. Two groups of randomly selected and allocated participants were used. Group 1 looked for errors in a physics text on string theory (a boring task) and Group 2 looked for errors in the script of a recently released blockbuster movie (an interesting task). The results showed that Group 1 detected significantly fewer spelling errors than did Group 2.
   (a) Identify the operationalised IV and DV.
   (b) Suggest a potential confounding variable in the experiment. Explain your choice of confounding variable.
Identifying extraneous and potential confounding variables

Researchers have described different types of variables that can be identified as extraneous or potential confounding variables in an experiment. VCE Psychology prescribes the study of individual participant differences, use of non-standardised instructions and procedures, order effects, experimenter effect and placebo effect. We examine each of these in turn and then consider how researchers can minimise their potential influences on a DV.

Individual participant differences

The unique combination of personal characteristics, abilities and backgrounds each participant brings to an experiment are commonly referred to as individual participant differences. These participant variables, as they are sometimes called, make one individual different from another, are expected by the researcher and may be biological, psychological or social in nature. They include age, gender, athletic ability, intelligence, personality, memory, educational background, family environment, social relationships, work experience, ethnicity, cultural background, religious beliefs, motivation, emotional state, mood, problem-solving ability, self-esteem, social skills, physical health, mental health, strength, eye-hand coordination, prior experience with materials or tasks to which they will be exposed in the experiment, and so on.

Each of these variables, and many other specific participant characteristics (including abilities) and prior experiences, can affect how participants respond in an experiment. For example, mood may affect participants’ responses and make them more or less reactive to the experimental procedures. Some participants may be more or less competitive than others, and some may pay more or less attention to instructions or tasks required of them. Thus, the researcher tries to take into account those participant-related variables that have the potential to impact on the DV (in addition to the IV), and therefore possibly distort the results.

For example, a researcher conducting an experiment on sex differences in aggressive behaviour after playing a violent video game will recognise that participant characteristics such as age, personality, mood, prior experience with violent video games, cultural background, and so on, can also influence aggressive behaviour. Consequently, the researcher will try to ensure that the influence of these other participant variables is controlled or minimised and will do so before the experiment is conducted.

**Figure 1.18** Individual participant differences are a source of potential extraneous or confounding variables that need to be considered when planning research.
Participants’ roles in experiments

American psychologists Stephen Weber and Thomas Cook (1972) conducted one of the earliest investigations on how being a participant in research can influence attitudes and behaviour. Their investigation led them to identify four distinct roles that some participants may adopt in laboratory experiment and thereby influence the results in an unwanted way:

- The ‘faithful’ participant tries to react to the experimental conditions as naturally as possible, either deliberately or out of disinterest.
- The cooperative participant tries to work out the hypothesis being tested in order to help support it.
- The negativistic participant tries to work out the hypothesis and what the researcher hopes they will do so that they can do the opposite or give obviously ‘silly’ replies.
- The apprehensive participant believes that the researcher is out to discover some hidden truth about them, and makes every effort to avoid a negative evaluation of themself.

The Hawthorne effect

In a series of well-known experiments over a period of five years, American researchers Fritz Roethlisberger and William Dickson (1939) tested different ways of increasing productivity among employees at the Western Electric Company’s Hawthorne plant in Chicago.

At various times the employees were subjected to different work conditions such as shorter working periods, longer working periods, long rest breaks, short rest breaks, better lighting conditions, poorer lighting conditions, and work incentives such as bonus payments. Under most of these conditions, it appeared that productivity increased. This observation led to a conclusion known in psychology as the Hawthorne effect — that if participants are aware that they are members of an experimental group, performance may improve simply because of that fact (rather than because of the IV — or experimental treatment — to which they are exposed).

Some psychologists believe that the Hawthorne effect is best described as the Hawthorne defect. This is because follow-up research suggests that many of the original Hawthorne experiments did not actually produce the increased productivity reported by the researchers. Reports of the Hawthorne study concentrated on only one of the experiments in which there was a big improvement in productivity. Nonetheless, it is possible that participants’ knowledge of being in an experiment may affect the results in an unwanted way, and researchers make every effort to control this unwanted influence.

Learning activity 1.7

Review questions

1. In what way can individual participant differences be a source of extraneous or potential confounding variables? Explain with reference to an example not used in the text.
2. A researcher is planning to conduct an experiment to test the influence on exam performance of the amount of time spent studying.

(a) Formulate a research hypothesis that could be tested.
(b) How will the IV and DV be operationalised?
(c) Identify three participant variables that are potential confounding variables in the experiment and explain your choice of each variable.
Use of non-standardised instructions and procedures

The instructions and procedures used by the researcher can also impact on how participants respond and therefore on the results. For example, suppose that the researcher is interested in studying factors influencing the reaction time of helicopter pilots when flying over a hostile war zone at night. The researcher sets up an experiment in which participants perform a task in which they have to detect the blink of a faint red light in a dark room as quickly as possible.

Imagine how the results could be affected if 20 participants received different instructions on what the experiment is about, what they are supposed to do, whether they can sit or stand, how much time they have to respond, and so on. What if some participants complete the task early in the morning and others late at night (and may therefore be more or less alert)? Or what if some participants complete the task in a room with ‘darker’ conditions?

Generally, procedures involve everything the researcher does in conducting their research study, including:
- selection of participants
- instructions for participants in different groups
- interaction with participants
- use of materials or apparatus
- use of rooms or other experimental settings
- observation and measurement of variables
- data-recording techniques.

Procedures not only involve what the researcher does but also how the relevant research activities are conducted, including their sequence. When the research procedures (including instructions) are non-standardised, this means that they are not uniform, or the same, for all participants (except for exposure to the IV by participants in the experimental group). Even small variations in procedures may affect participants’ responses in unforeseen ways.

An experiment that uses non-standardised instructions and procedures is not strictly controlling all of the procedures, and this feature is a source of potential confounding variables that can influence the DV and therefore the results.

Order effects

In some experiments, participants are exposed to more than one treatment condition (IV) and they may be required to perform the same type of task twice or even many times under different treatment conditions. For example, in an experiment to determine the effects of alcohol on driving performance, the same group of participants may be exposed to one treatment condition (or IV) for which they do not drink any alcohol before a driving test in a simulator (a control condition). After a short break, the participants may then be exposed to another treatment condition (or IV) for which they are given an alcoholic drink before completing the test. The order or sequence in which these conditions are administered can be a problem in an experiment.
with this type of design (called repeated measures and described in detail on pages 00).

An order effect occurs when performance, as measured by the DV, is influenced by the specific order in which the experimental tasks, treatments or conditions are presented rather than the IV. This essentially means that performing one task affects the performance of the next task. Order effects may change the results so that the impact of the IV may appear to be greater or less than it really is. Two types of order effects that illustrate how this can occur are called practice effects and carry-over effects.

Practice effects are the influence on performance (the DV) that arises from practising a task. For example, the participants' performance in the alcohol experiment may be influenced or partly determined by practice. Through repeated experience in the driving simulator, participants may get better at the driving task and perform better on the driving test due to greater familiarity with the simulator and its controls, or by anticipating events designed to cause driving errors that were presented during the first driving test.

Participants' responses can also be influenced by other practice effects. For example, performance may get worse as the experiment proceeds due to tiredness or fatigue. Similarly, their performance may be influenced by boredom due to repeating the same task, especially if the task takes a long time, is simple and doesn't change. Boredom is quite common in experiments in which participants are required to complete multiple trials or tests.

Carry-over effects are the influences that a particular task has on performance in a task that follows it. They arise simply from experiencing a task. For example, if alcohol was given first in the driving simulator task and the task is then repeated without alcohol (in the control condition), a carry-over effect would occur if insufficient time was allowed for the effects of the alcohol in the first condition to wear off. Similarly, if a task (such as taking a test in a driving simulator) happens to be very easy, difficult, frustrating or even anxiety-provoking, the feeling may 'carry over', lowering performance the next time the task is completed (driving in the simulator again) in an unwanted way.

**LEARNING ACTIVITY 1.8**

**Review questions**

1. (a) Explain the meaning of the term non-standardised in relation to research procedures.
   (b) Give an example of an instruction to participants and one or more experimental procedures that would be considered to be non-standardised.
   (c) Explain why non-standardised instructions and procedures are a source of potential confounding variables.

2. (a) Explain the meaning of order effect.
   (b) Distinguish between practice effects and carry-over effects with reference to how these order effects can lead to higher or lower scores on a measure of the DV.
   (c) Explain why order effects are potential confounding variables.

**Experimenter effect**

Personal characteristics of the experimenter (or any other researcher) and their behaviour during an investigation are also sources of extraneous and confounding variables. The experimenter effect is an unwanted influence(s) on the results which is produced consciously or unconsciously by a person carrying out the research. In an experiment, the effect occurs when there is a change in a participant's response because of the experimenter's expectations, biases or actions, rather than the effect of the IV.

A common type of experimenter effect is called experimenter expectancy.

*Experimenter expectancy* involves cues (‘hints’ or ‘signals’) the experimenter provides about the responses participants should make in the experiment. In particular, the experimenter's non-verbal communication (‘body language’) can produce a self-fulfilling prophecy — the experimenter obtains results that they expect to obtain. The results may therefore be attributable to behaviour associated with their expectations rather than the IV. Actions that can promote a self-fulfilling prophecy include:

- facial expressions, such as smiling at participants in the experimental or control group but not at those in another
- mannerisms, such as shaking hands with participants in one group but not with those in another
- tone of voice, such as speaking in a monotone voice to participants in one group and in a more lively way to those in another.

American psychologists Robert Rosenthal and Lenore Jacobson (1968) demonstrated in a well-known experiment involving teachers and schoolchildren how experimenter expectancy can promote a self-fulfilling prophecy. They found that primary school teachers’ expectations of the performance of their students affected how well the children actually performed.
Students whose teachers were led to believe that they were ‘fast learners’ performed better than students whose teachers were led to believe that they were ‘slow learners’. Yet the students hardly differed in their initial learning abilities. The teacher participants were found to have unintentionally influenced the performance of their students, depending on what they had been told by a researcher.

The experimenter effect involves not only the expectations and cues or actions of the researcher that influence participant responses in research settings, but also unintentional biases in the collection and/or treatment of data. This kind of experimenter effect is commonly referred to as experimenter bias. Studies have found that when the person measuring the dependent variable is aware of the purpose or hypothesis of the experiment, it is possible on some occasions for them to do such things as misread data, misperceive a rat’s reaction in a maze, misinterpret a participant’s verbal response, or give unintentional assistance to participants. This is more likely when the researcher wants a particular pattern of data, a particular verbal response from a participant, or a rat to take a particular turn in a maze. These are not examples of intentional dishonesty. They are examples of unintentional or unconscious errors that can be made in collecting and analysing data because of a researcher’s close involvement with their study (Gerow, 1995).

**Placebo effect**

In medicine, the placebo effect refers to an improvement in health or wellbeing due to an individual’s belief that the treatment given to them will be effective. The placebo effect is evident when a patient recovers from an illness or pain after they have been given a substance or a treatment that has no actual medicinal or therapeutic value, such as a ‘sugar pill’ or fake injection. This inactive substance or fake treatment, which substitutes for the real substance or treatment, is called a *placebo*. The mere suggestion to the patient that they have received, or will receive, some kind of treatment is often sufficient to minimise or eliminate the symptoms. For example, some people begin to feel better if they are put on a waiting list for treatment compared with how they might feel if they were not on a waiting list.

In an experiment, the *placebo effect* occurs when there is a change in the responses of participants due to their belief that they are receiving some kind of experimental treatment and they respond in accordance with that belief, rather than to the effect of the IV. Essentially, the participants’ behaviour is influenced by their *expectations* of how they should behave due to their belief that they have received some treatment.

![Figure 1.22](image_url) A teacher’s expectations of the performance of their students can affect how well the students actually perform.
For example, consider an experiment on the effects of alcohol on driving performance that uses an experimental and control group, each with different participants. The experimental group would be given an alcoholic drink before a driving test in a simulator. Participants in the control group would not drink any alcohol before completing the test. Suppose that the experimental group makes many more driving errors than the control group. Although the researcher would like to conclude that the difference was due to alcohol consumption impairing performance of the experimental group, this conclusion would not be valid.

The problem is that alcohol consumption may not have been the only variable that adversely affected performance of the experimental group. The act of being given an alcoholic drink by a researcher might have promoted expectations in participants about how they should behave. Experimental group participants might have perceived that they were given alcohol because they were expected to act drunkenly, so they did. Consequently, they may have driven as if they were drunk and made more driving errors. Furthermore, because the experimental group received the alcohol and the control group did not, only the experimental group experienced the placebo effect. This means that a confounding variable is present — the researcher cannot be certain whether it was the effects of alcohol or the placebo effect that caused the performance difference.

**LEARNING ACTIVITY 1.9**

**Review questions**

1. (a) Define the meaning of the term experimenter effect.
   (b) What is experimenter expectancy and how can it produce
      (i) a self-fulfilling prophecy?
      (ii) experimenter bias?
   (c) Explain why experimenter effects are potential confounding variables.

2. (a) What is a placebo in relation to experimental research?
   (b) Define the term placebo effect in relation to experimental research with reference to an example not used in the text.
   (c) Explain why the placebo effect is a potential confounding variable.

3. (d) Sam has the following sticker on her school diary. Sam’s friends notice that her behaviour has changed since the appearance of the sticker. Explain Sam’s behaviour change in terms of a placebo effect.

---

**LEARNING ACTIVITY 1.10**

**Summarising potential extraneous and confounding variables**

Complete the following table.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
<th>Example</th>
<th>Why a potential extraneous or confounding variable?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Individual participant differences</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-standardised instructions and procedures</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Order effect</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Experimenter effect</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Placebo effect</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Ways of minimising extraneous and confounding variables

When conducting an experiment, a researcher will approach the task in a systematic way, controlling the variables under investigation in order to observe and measure what happens, and to control or minimise the influence of variables other than those being tested that might influence the results. The extent to which extraneous and confounding variables are anticipated and controlled determines the quality of an experiment and the validity and reliability of the results.

One of the most common sources of extraneous and confounding variables is the participants themselves and the unique combination of personal characteristics they each bring to an experiment. In order to control or minimise the effects of participant-related variables, researchers ensure that the groups of participants in the experiment are as similar as possible in characteristics that are believed to be relevant to the experiment. We consider different ways of how this is achieved through procedures for selecting participants and allocating them to the different conditions of the experiment.

Participant selection and allocation

The way participants are selected and how they are allocated to different groups are very important features of experimental research. Selection and allocation procedures provide the most commonly used means of minimising the influence of extraneous and confounding variables. For example, suppose a psychology lecturer at a university wanted to find out which of two teaching methods is more effective. The lecturer teaches two first-year psychology classes, one that starts at 8 am and one that starts at 4 pm. The lecturer uses one teaching method for the morning class and a different method for the afternoon class. At the end of the semester, the lecturer finds that the final examination scores are higher for the morning class. The researcher concludes that from now on all lecturers will use that particular teaching method for all classes. Is this a valid or legitimate conclusion to draw on the basis of the results obtained from the research?

The problem is that the two groups of participants might not have been the same in terms of personal characteristics that may have influenced the results. For example, people who enrol for lectures that start at 8 am may differ in some ways from those who enrol for a 4 pm lecture. Some people prefer to get up early, while others like to sleep late. Perhaps some students had commitments, such as casual work or other activities scheduled late in the afternoon, that prevented them from enrolling in the 4 pm class.

For many reasons, the students in the two classes may not be sufficiently alike in personal characteristics relevant to the study. The participant sampling and allocation procedures were inappropriate. Therefore, it cannot be concluded with confidence that the differences in the two groups' examination scores were caused solely by the difference in teaching methods (Carlson & Buskist, 1997).

Given the importance of participant sampling and allocation, we consider different types of procedures that can be used to minimise extraneous and confounding variables.

Participant selection

The process of selecting participants for a research study is called sampling. It is usually undertaken with the goal of being able to use the participants in the sample to draw conclusions about the larger group who form the population. This is not unlike the goal of a medical researcher who analyses a sample of someone's blood to draw one or more conclusions about all of that person's blood.

A sample has to be selected in a scientific way so that the results obtained for the sample can be legitimately applied to the population from which it was selected. A key goal of sampling is to ensure that the sample closely represents its population. It must reflect its population in all the personal characteristics of participants that are important in the research study. Participant variables that are considered to be important are those that can influence the results of the study to be conducted. For example, for an experiment on the soft drink and fast food preferences of adolescents, personal characteristics of participants such as their age, sex, income, access to retail outlets and cultural background are among the variables that could be assumed to be important.

When a researcher selects a sample that mirrors or closely resembles its population, the sample is called a representative sample. A representative sample is a sample that is approximately the same as the population from which it is drawn in every important participant variable.

Larger samples also minimise the likelihood of an unexpected ‘sampling error’ resulting in a sample which does not represent its population well and would therefore make it difficult to apply the results to that population.

Some researchers have described the law of large numbers in relation to sampling. The law of large numbers states that as sample size increases, the attributes (characteristics) of the sample more closely reflect the attributes of the population from which the sample was drawn. Basically, the more people who are selected, the more likely it is that they will reflect and therefore be representative of the population.

Researchers can use many different procedures to select a sample. The most common procedures are called random sampling, stratified sampling and convenience sampling. Convenience sampling is the simplest method but is less likely to achieve a representative sample than the other procedures.
Research on hair pulling

- Do you pull out your hair to the point of causing unintended hair loss?
- Do you find your hair pulling difficult to control?
- Does your hair pulling interfere with your life or cause you emotional distress?

Psychology researchers at Swinburne University (Melbourne, Australia) are currently developing a measure of thoughts and beliefs associated with Trichotillomania (aka Hair Pulling Disorder). It is hoped that the final measure can be used across Australia and internationally to improve our understanding of this disorder so we can develop more comprehensive, effective, and targeted treatments.

If you think you might have this problem and are aged 18 or older, we need your help! In order to help us develop this measure you will be required to:
1. participate in a 30-minute interview about your hair pulling with a student investigator. Interviews can be conducted via Skype for interstate and international participants.
2. complete a series of online questionnaires about hair pulling, related thoughts and feelings, and other psychological symptoms.

If you think you can participate in this research or would like more information, please do not hesitate to contact either:
Dr M.N., Principal Investigator, ph. (03) 1234 5678, email: mn@email.edu.au
A.R., Student Investigator: Ph (03) 1234 6789, email: ar@email.edu.au

**FIGURE 1.23** A commonly used means of accessing participants in a population of research interest is to advertise.

**FIGURE 1.24** Selecting a sample that closely represents the ‘target’ population of research interest is a very important feature of scientific research in psychology.
**Random sampling**

When used in relation to sampling and samples, ‘random’ does not mean ‘haphazard’. In fact, it is anything but haphazard. Nor does random mean selecting participants (or allocating them to experimental or control groups) according to the whims of the researcher. Using a random procedure for a sample actually involves a very careful systematic approach or plan.

**Random sampling** is a sampling procedure that ensures every member of the population of research interest has an equal chance of being selected to be part of the sample. This may be done by using a lottery method such as putting names or ID numbers of all members of the target population on equal-sized slips of paper, placing the slips in a container and mixing them thoroughly, then drawing out the required number of slips blindly. For example, if this method were used to select a sample of five students from a list of the names of all 20 students in a psychology class, any group of five names is equally likely to be selected as any other group of five names.

A commonly used method when a large number of participants is required is to assign a number to each member of the target population, then use a digitally generated list of random numbers to select sample members.

Suppose you are interested in studying some aspect of student behaviour at your school and you want a random sample of 20 students. You would begin with a list of all students currently enrolled at your school. Then, each student is assigned a number. If, for example, there are 1000 students, the first student in the list is assigned number 1 and the last student assigned 1000. A random number generator (in an app or scientific calculator) could then be used to produce 20 numbers that fall between 1 and 1000. The students whose numbers are selected become the sample. For example, if the first random number is 47, then the 47th person in the list is included in the sample; if the second random number is 10, then the 10th person in the list is selected, and so on until the 20th participant has been selected (see table 1.2).

This sampling procedure ensures that every student in the school (the relevant population) has an equal chance of being chosen to be part of the sample. Therefore, the likelihood that the sample is representative of the population is increased, and so is the ability of the researcher to generalise the results to the population.

If everyone in a target population (population of research interest) does not have an equal chance of being selected as a participant, then the sample is called a **biased sample**. For example, a researcher might conduct a study on stress management procedures used by Victoria Police. A random sample could be obtained by allocating a number to all Victorian police officers and then selecting participants’ names using a lottery method. However, sampling police officers ‘at random’ in the street or at a nearby police station would achieve a biased sample rather than a truly random sample, because not all Victorian police officers (the target population) will have an equal chance of being selected into the sample at these sampling locations or when the sampling is done.

Sometimes a researcher may not find it necessary or even desirable to use a random sample that is fairly representative of the population of interest. For example, a researcher interested in the language development of children may intentionally undertake a case study of a child raised in a harsh, deprived environment where there is little or no opportunity to learn language, rather than studying a sample of ‘average’ children from a ‘normal’ home environment.

The most important advantage of random sampling is that it helps ensure a highly representative sample, particularly when everyone who has been selected can be contacted and agrees to participate. This allows generalisations that are more likely to be considered to have external validity. The larger the sample, the more likely it is that the sample will be representative. However, there is no guarantee all random samples are representative. For example, not all those who have been selected may be contactable, available or agree to participate, which can be a problem when the sample size is small.

The main limitation of random sampling is its need for a complete and up-to-date list of the target population. There may be no single list available with relevant details of all the population. As a result, it may be difficult and time consuming to bring together numerous sub-lists to create a final list from which to select your sample. If available, it may be difficult to gain access. For example, the list may be protected by privacy policies or require a lengthy process for permission to access. If accessed, the process of random selection may be time-consuming.
Table 1.2 One hundred randomly generated numbers to select a sample of 20 from a school's student population of 1000. The first participant selected for the sample would be the 47th student in the school list, the second selected would be the 10th in the list, and so on.

<table>
<thead>
<tr>
<th>Number</th>
<th>Number</th>
<th>Number</th>
<th>Number</th>
<th>Number</th>
<th>Number</th>
<th>Number</th>
<th>Number</th>
<th>Number</th>
<th>Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>47</td>
<td>113</td>
<td>958</td>
<td>780</td>
<td>970</td>
<td>553</td>
<td>464</td>
<td>936</td>
<td>767</td>
<td>23</td>
</tr>
<tr>
<td>10</td>
<td>220</td>
<td>410</td>
<td>818</td>
<td>167</td>
<td>792</td>
<td>578</td>
<td>197</td>
<td>935</td>
<td>188</td>
</tr>
<tr>
<td>963</td>
<td>389</td>
<td>990</td>
<td>846</td>
<td>10</td>
<td>673</td>
<td>537</td>
<td>790</td>
<td>300</td>
<td>577</td>
</tr>
<tr>
<td>323</td>
<td>362</td>
<td>597</td>
<td>32</td>
<td>518</td>
<td>232</td>
<td>665</td>
<td>802</td>
<td>298</td>
<td>103</td>
</tr>
<tr>
<td>404</td>
<td>860</td>
<td>252</td>
<td>631</td>
<td>401</td>
<td>191</td>
<td>414</td>
<td>624</td>
<td>770</td>
<td>26</td>
</tr>
<tr>
<td>559</td>
<td>193</td>
<td>861</td>
<td>383</td>
<td>917</td>
<td>650</td>
<td>972</td>
<td>997</td>
<td>358</td>
<td>878</td>
</tr>
<tr>
<td>120</td>
<td>459</td>
<td>448</td>
<td>472</td>
<td>489</td>
<td>823</td>
<td>703</td>
<td>871</td>
<td>400</td>
<td>671</td>
</tr>
<tr>
<td>821</td>
<td>617</td>
<td>883</td>
<td>21</td>
<td>62</td>
<td>130</td>
<td>169</td>
<td>274</td>
<td>746</td>
<td>84</td>
</tr>
<tr>
<td>284</td>
<td>981</td>
<td>605</td>
<td>372</td>
<td>393</td>
<td>656</td>
<td>16</td>
<td>516</td>
<td>800</td>
<td>610</td>
</tr>
<tr>
<td>451</td>
<td>141</td>
<td>799</td>
<td>687</td>
<td>490</td>
<td>628</td>
<td>90</td>
<td>155</td>
<td>533</td>
<td>912</td>
</tr>
</tbody>
</table>

Stratified sampling

In some research studies it is important to ensure that particular groups in a population of interest are represented in their known proportions in that population. For example, if a psychologist wanted to determine the attitudes of Australian voters to asylum seekers, they could reasonably expect that people's attitudes would differ depending on their age, sex, religion and cultural or ethnic background. Consequently, the psychologist would want to ensure that each of these groups was represented in the final sample in the same proportions that they were known to exist in the voting population. This can be achieved by using a stratified sampling procedure.

Stratified sampling involves dividing the population to be sampled into distinct subgroups, or strata, then selecting a separate sample from each stratum in the same proportions as they occur in the target population. Age, sex, religion, cultural background, residential area, educational qualifications, IQ score, income level and income type (e.g. wages or pension) are examples of characteristics that may be used to divide a population into strata.

The stratified sampling procedure is commonly used to study psychological characteristics or attitudes that vary greatly among different subgroups of a population. For example, suppose you were going to undertake an investigation on behavioural responses of students at your school towards their teachers' use of rewards and punishments in the classroom. You expect that responses may differ among students in different year levels so you want to ensure each year level (stratum) is proportionally represented in your sample.

You could first obtain separate lists of the students in each year level and then randomly sample from each list. If, for example, about 10% of all students in your school are enrolled in year 12 and about 15% in year 11, then your sample would consist of about 10% year 12 students and about 15% year 11 students. This would ensure...
students from each year level are represented in about the same proportions in the sample as they are in the school population. Using this stratified random sampling procedure would ensure that the sample is highly representative of the population and therefore not biased in a way you consider to be important (see box 1.6).

The most important advantage of stratified sampling is that it enables the researcher to sample specific groups (strata) within populations for comparison purposes; for example, males vs females, or people of different ages and cultural backgrounds who have been diagnosed as having a phobia and will be exposed to a new type of relaxation therapy to help manage their anxiety. In addition, when there is random sampling from the strata, this means that there can be greater precision in the study and its findings when compared to the standard random sample taken from one larger group.

A major limitation of stratified sampling is that, like random sampling, it can be carried out only if complete lists of the target populations (strata) are available and accessible. If accessed, a representative sample cannot be obtained unless stratified random sampling is used (assuming there is limited missing data). Either way, stratified sampling can be a very time-consuming procedure, more so than standard random sampling.

**BOX 1.6**

**Stratified random sampling**

Stratified random sampling involves identifying all of the people within each stratum of research interest, then randomly selecting samples of proportionate size from within each stratum.

Suppose, for example, you were going to undertake an investigation involving volunteer participants from the VCE population at your school or college. You expect that volunteer rates may differ among students doing maths and science courses, performing arts courses and so on.

You could first make separate lists of the students in each of these courses and then randomly sample from each list. If, for example, 20% of the VCE population is enrolled in a maths and science course and 10% is enrolled in a performing arts course, then the sample should also consist of 20% maths and science students and 10% performing arts students. Students from these courses would be represented in the same proportions in the sample as they are in the population.

An outcome of this sampling procedure is that the sample can be assumed to be truly representative and unbiased. However, obtaining a stratified random sample is usually very time-consuming and difficult to achieve so the procedure is not often used.

**Figure 1.27** An example of stratified sampling for a school-based investigation

**Figure 1.28** Steps in stratified random sampling
**Convenience sampling**

For some research studies it is not convenient, suitable or possible to obtain a representative sample. In such cases, a ‘convenience’ sample may be used and the researcher may use anyone who is available or present.

**Convenience sampling, or opportunity sampling** as it also called, involves selecting participants who are readily available without any attempt to make the sample representative of a population. For example, a representative sample of illegal drug users or homeless teenagers is not often readily available. Consequently, the researcher may go to locations known to be frequented by the required participants and simply select the first individuals they meet who are in the target population and who are willing and available to participate. Similarly, a researcher seeking to conduct a study on drivers who do not obey red traffic lights at a particular intersection at a particular time could use convenience sampling.

Psychology students often use convenience sampling; for example, when selecting participants they have the opportunity to study such as other students in their school, children at a local primary school, friends, parents or relatives.

In most cases, convenience sampling produces a biased sample because only those people available at the time and location of the study will have a chance of being included in the sample. If a researcher used convenience sampling at a local shopping centre, they may select only those shoppers who appear cooperative to be in the sample and ignore those who appear uncooperative. Shoppers left out of the sample might think, feel or behave differently from those who are selected in the sample, yet these thoughts, feelings and behaviours will not be represented in the sample. Since a convenience sample is not representative of the target population under investigation, the data obtained can be misleading and the results of the study cannot be legitimately applied (generalised) to the entire population.

Despite these limitations, convenience sampling is widely used in psychology. It is quick, easy and inexpensive. Convenience sampling can also be of considerable value when conducting research to pilot, or ‘test’, procedures or to gain a preliminary indication of possible responses before conducting the actual study. Many researchers regard convenience sampling as an adequate sampling procedure when investigating aspects of mental processes or behaviour that are assumed to be similar in all ‘normal’ individuals, despite individual differences. For example, all ‘normal’ adults are capable of reflecting on their personal experiences and using language to communicate what they think or feel. Similarly, all normal adults are capable of seeing, hearing and responding reflexively.
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Review questions
1. What does sampling involve?
2. Explain the difference between a biased representative sample with reference to an example of how each sample type is achieved.
3. What are two potential limitations of a small sample size?
4. Why is convenience sampling often described as opportunity sampling?
5. Explain how the type of sampling procedure used can either reduce or increase the likelihood of an extraneous or confounding variable influencing research results in an unwanted way.
6. Complete the table below to summarise key features of three sampling procedures.
7. Suppose that you are required to determine the typical amount of nightly sleep of students at your school or college.

<table>
<thead>
<tr>
<th>Sampling procedure</th>
<th>Description</th>
<th>Example</th>
<th>Advantages</th>
<th>Limitations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random sampling</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stratified sampling</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Convenience sampling</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

(a) Briefly describe a convenience sampling, random sampling and stratified sampling procedure for selecting research participants.
(b) Explain which of the three sampling procedures would result in the most highly representative sample.

8. You want to compare the lifestyles of VCE students in Melbourne and Mildura.
   (a) Define your population.
   (b) How could you obtain a random sample from each of these populations?

9. You want to test short-term memory capacity in preschool children, teenagers and people aged over 65 years.
   (a) Define your population.
   (b) How could you obtain a random sample from each of these populations?
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Evaluation of samples and sampling procedures
1. The photos in figure 1.30 show a survey at a shopping mall on a weekday in March. Which sampling procedure is most likely being used? Explain your choice.

2. Explain why each of the following research studies is likely to have sample bias:
   (a) a survey on binge-drinking behaviour in a popular teenager's magazine
   (b) a television or radio call-in survey
   (c) a telephone survey at 6 pm on weeknights using landlines to people's homes.

Participants are drawn from a target population (the group of people that the researcher is interested in).

Figure 1.30
3 To which type of sampling procedure is the cartoon in figure 1.31 most likely referring? Explain your choice.

4 The rating of a TV show is determined by the size of the audience who watches it. The rating is based on data from an electronic recording device attached to a TV set in a viewer's home. The device automatically records which TV show is being watched and for how long. Viewers also indicate who in the household is watching. Suppose you are responsible for determining the TV ratings of the viewing audience in Melbourne (or a regional town) for a one-week period.
   (a) Briefly describe the sampling procedure you could use to select the participants who will receive a recording device.
   (b) Explain how your procedure would ensure a representative sample of the viewing population.

5 Consider the newspaper advertisement below, then answer the following questions.
   How does long-term cannabis use affect your brain and memory?
   The University of Melbourne is conducting a study examining how heavy, long-term cannabis use (daily or almost daily use for 10+ years) affects the brain. There are two parts to the study: a memory testing session and a brain scanning session. Each session takes approx. two hours and participants receive $50 in Coles Myer vouchers for each session. Participants should be betw. 18–35 years old, not using other drugs or alcohol regularly, and NOT have a diagnosed mental illness.
   (a) Identify the population from which the sample will be selected.
   (b) Is this an example of convenience sampling or random sampling?
   (c) Will advertising for research participants and using a gift voucher or incentive payment result in sample bias? Explain your answer.
   (d) How representative is the sample obtained using the advertisement likely to be?
   (e) Will the researcher be able to generalise their results from the study described in the advertisement? Explain your answer.

---

**Figure 1.31**

“How would you like me to answer that question? As a member of my ethnic group, educational class, income group, or religious category?”

---

**How does long-term cannabis use affect your brain and memory?**

The University of Melbourne is conducting a study examining how heavy, long-term cannabis use (daily or almost daily use for 10+ years) affects the brain. There are two parts to the study: a memory testing session and a brain scanning session. Each session takes approx. two hours and participants receive $50 in Coles Myer vouchers for each session. Participants should be betw. 18–35 years old, not using other drugs or alcohol regularly, and NOT have a diagnosed mental illness.
Participant allocation
After participants have been selected, they have to be assigned to the different groups required for the experiment. This must be completed as systematically as the selection process so that personal characteristics of participants are distributed relatively evenly across the different groups (and therefore within the conditions of the experiment). In this way, participant variables that may become confounding variables are controlled. This type of control through random allocation is an essential characteristic of experimental research and also distinguishes it from other research methods.

Random allocation
It is to be expected that individual participants will have different abilities and other personal characteristics or backgrounds that may affect the outcome of an experiment. One way of minimising differences in the composition of the control and experimental groups is to randomly allocate, or assign, participants to the groups.

Random allocation, also called random assignment, is a procedure used to place participants in groups so that they are as likely to be in one group as the other. This means that every participant has an equal chance of being selected for any of the groups to be used.

As with random selection, random allocation can be achieved using a lottery method in which chance alone will determine the group to which each participant is assigned. For example, drawing ‘names out of a hat’ or flipping a coin are also appropriate ways of randomly allocating participants to groups.

With a sufficiently large number of participants, it is reasonable to assume that each group will end up with the same kind of spread of participant characteristics, abilities and backgrounds that may affect the DV and therefore the results. For example, consider the experiment on alcohol consumption and driving ability described previously. If the experimental group has a larger proportion of ‘bad’ drivers than the control group and the experimental group makes significantly more driving errors in the driving simulator, it will be difficult for the researcher to isolate the effect of alcohol (the IV) on driving ability (the DV).

The problem is that the participants in the experimental group may make more driving errors than the control group even when not under the influence of alcohol. Through random allocation of participants to the experimental and control groups, each group would be expected to end up with relatively even numbers of participants who are ‘good’ and ‘bad’ drivers.

The purpose of random allocation of participants is to obtain groups that are as alike as possible in terms of participant variables before introducing the IV. With random allocation of participants to the experimental and control groups, researchers can more confidently conclude that if two groups responded differently in the experiment in terms of the number of driving errors, then it is most likely had something to do with the effect of the IV. Consequently, random allocation is an important means of experimental control.

For a classroom experiment, placing all males in one group and all females in the other group would not be a random allocation procedure. Similarly, assigning the people seated in the front half of the room to one group and the people seated in the back half to the other group is not random allocation. There could be a difference in one or more personal characteristics of people who prefer to sit at the front or back of the classroom.

**FIGURE 1.32** Coin tossing, drawing names from a container and digital random number generators can be used for random allocation to groups.
Counterbalancing

A counterbalancing procedure is commonly used to control or minimise order effects such as practice and carry-over. **Counterbalancing** involves systematically changing the order of treatments or tasks for participants in a ‘balanced’ way to ‘counter’ the unwanted effects on performance of any one order. By counterbalancing, the researcher recognises that an order effect is a potential confounding variable and cannot be controlled or eliminated through other means.

There are different types of counterbalancing procedures that vary in complexity. The simplest and most commonly used is called between-participants counterbalancing.

The **between-participants counterbalancing** procedure involves alternating the order in which the experimental and control groups are exposed to each condition of the experiment. Each group is exposed to each condition in a different order.

For example, suppose a researcher will conduct an experiment in which all participants first learn a list of words when rap music playing is playing and then learn a list of similar words when there is no music. It is possible that the participants may demonstrate better learning in the no music condition because of a practice effect. To address this order effect, the researcher could split the sample into two groups — A and B. Group A could learn words in the rap music condition first, then learn words in the no music condition. Group B would learn words in the no music condition, followed by the rap music condition. Participants would also be randomly allocated to each group to experience either condition first or second.

The results for all participants are then combined across the entire experiment to achieve counterbalancing. In this way, whatever order effects impact on learning the words are controlled. Although an order effect may have occurred for each participant, because they occurred equally in both groups, they have balanced each other out in the results. Figure 1.34 and table 1.3 on page 000 show examples of counterbalancing procedures.

**Single- and double-blind procedures**

Participants’ expectations can influence the results of any investigation, so it is important that participants do not know whether they are in an experimental or a control group. In this case, the experiment is said to be using a single-blind procedure. It is called a **single-blind procedure** because the participants are not aware of (are ‘blind’ to) the condition of the experiment to which they have been allocated and therefore the experimental treatment (the IV).

To control possible experimenter effects, while also controlling participant expectations, researchers may use a procedure in which neither the participant nor the researcher interacting with the participants knows which participants are in the experimental...
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**Review questions**

1. What is the main difference between participant selection and participant allocation?
2. What is random allocation?
3. What does random allocation achieve?
4. Why is random allocation considered to be a crucial feature of a psychological experiment?
5. How are random allocation and random sampling different?
or control conditions. This is called the double-blind procedure because the participants and the researcher (or research assistant) directly involved with the participants are unaware of (are ‘blind’ to) the conditions to which the participants have been allocated. Only the researcher(s) removed from the actual research situation knows which participants are in which condition (or groups).

The double-blind procedure has obvious value in experiments in which knowledge of the conditions might affect the behaviour of the researcher as well as the participants; for example, when testing the effects of a drug. In drug testing studies, called ‘clinical trials’, use of double blind is a standard procedure.

Placebos

In an experiment, participants in the experimental group are exposed to the treatment (the IV) and participants in the control group are not. Because only the experimental group receives the treatment, only the participants in this group may be influenced by their expectations or beliefs about how they should behave. Therefore, there is a potential confounding variable — the experimental group may respond differently to the control group either because of the treatment or because of their expectations of how they should behave.

For example, suppose an experimental group is given an alcoholic drink so that its effects on performance of a task can be observed, whereas the control group receives nothing. Impaired performance observed in the experimental group may be due to the alcohol, or it may have arisen because the act of giving the participants alcohol suggested that they were expected to act drunkenly, so they did.

In order to control this potential confounding variable, control groups can be given a placebo, or fake treatment, so that they form the same expectations and beliefs as the experimental group. Thus, the control group would be given a drink that smells and tastes like alcohol but is not alcohol. The control group would not be informed that their drink is not alcoholic and they would have no way of distinguishing it from a real alcoholic drink.

Using this procedure, both groups will form the same expectations for acting drunkenly, so any differences in performance can be assumed to be due to the real alcohol given to the experimental group. Similarly, when testing other drugs, researchers give placebo pills, substances or even injections to the control group so that all participants experience the

---

**FIGURE 1.34** A simple counterbalancing procedure for the learning and rap music experiment

---

Learn words with rap music playing

Learn words with no music playing

Results combined to cancel out order effects

Group A

Group B

Learn words with no music playing

Learn words with rap music playing
same procedure and form the same expectations. And in studies that require the experimental group to perform, for example, a physically or mentally demanding task prior to making a response, the researcher would have the control group perform a similar placebo task to eliminate differences between the groups in terms of motivation or fatigue (Heiman, 2002).

When a placebo is given to a control group, the group is sometimes referred to as the placebo control group or the placebo condition. The use of placebo treatments, including ethical considerations, is discussed further in chapter 11.

**Standardised instructions and procedures**

The instructions and procedures used by the researcher are a source of extraneous or confounding variables so their potential unwanted influences must be minimised. More specifically, the goal is to minimise any differences among participants that might occur within the experiment itself.

This is achieved by standardisation (‘consistency’) across the different conditions. Using standardised instructions and procedures means that instructions and procedures are the same for all participants (except for variations required for experimental group participants exposed to the IV).

The use of **standardised instructions** means that the directions and explanations given to all participants in each condition are predetermined and identical in terms of what they state and how they are administered. They should be clear and avoid jargon, and there should be no ambiguities or variations for individual participants. Generally, the researcher should describe the sequence of events, identify the stimuli participants should attend to and explain how to respond. Questions by participants should be anticipated and the specific answers or type of response to be given by the researcher should be predetermined.

To reliably present instructions, researchers usually read from a pre-prepared script in a ‘neutral’ voice. The script typically contains all the information about what the researcher says and does during the experiment, beginning with greeting the participants and ending with the debriefing.

The purpose of using standardised instructions is to have all participants perform the intended task in the same way to avoid introducing potential extraneous variables that make the task inconsistent or different for different participants. For example, if the researcher must stop during testing to further explain a task or correct a behaviour, the researcher’s actions can become an inconsistency.
It is also essential that all participants are exposed to the same environment and procedures, with the only exception being exposure to the independent variable. Therefore, it is also necessary to use **standardised procedures** — the techniques used for making observations and measuring responses should be identical for all individual participants. All participants should be treated in the same way, as appropriate to the experimental condition to which they have been assigned (e.g. experimental or control group). For example, using standardised procedures:

- all participants would interact with the same researcher in the same environment
- the experiment would be run at the same time of day for all participants
- all participants would have the same amount of time, learn the same amount of information and complete the same activities (except for variations required for IV exposure).

How the researcher presents a stimulus to initiate a response of interest and record the resulting physical reaction or a score during DV measurement can often be controlled through **automation** by using electronic or mechanical devices. Electronic timers, data projectors, video and audio recorders, computers and other digital technologies can help ensure controlled and consistent stimulus presentations (such as an image on a monitor to measure reaction time). Automating data collection ensures that the response recording and scoring systems are consistently and accurately applied. It can also provide for sensitive measurement of responses (such as the keystroke or screen tap used to measure reaction time to a stimulus).

The use of standardised instructions and procedures can help control unwanted participant variables and the placebo effect, because all participants will have the same experience. It can also help control experimenter effects, as all the researchers involved will follow the same procedures. Consequently, when the results for experimental and control groups are compared, significant differences can be said to be due to the IV with confidence.

**FIGURE 1.36** The inability of many astronauts to sleep well when on space missions led to research designed to test whether they could be helped by taking melatonin, a hormone known to have a role in sleep onset. In one experiment, half the astronauts aboard a space shuttle took a pill containing melatonin, and the other half took a placebo pill that looked the same but did not contain any active ingredient. All astronauts were blind as to which experimental condition they were in — they did not know whether they had taken the melatonin or placebo. This photo shows three astronauts in their sleeping bags.
LEARNING ACTIVITY 1.14

Review questions
1 Explain what the counterbalancing procedure is and which potential problems it attempts to control.
2 (a) A researcher believes that the biological sex of participants is a potential confounding variable. Explain how counterbalancing could be used to control this variable.
   (b) The researcher will use a number of research assistants to conduct the study and also believes that their sex is a potential confounding variable. Explain how counterbalancing could be used to control this variable.
3 Suggest a randomisation or random allocation procedure that could be used to counterbalance order effects in an experiment.
4 (a) In what way is the single-blind procedure similar and different to the double-blind procedure?
    (b) Which of the two procedures gives more control? Explain your answer.
5 (a) What is a placebo?
    (b) Explain how a placebo can be used to control or minimise the influence of expectations or beliefs associated with the specific treatment received by participants in experimental and control groups.
6 (a) What are standardised instructions and procedures? Explain with reference to relevant examples.
    (b) Explain how standardised instructions and procedures can be used to control or minimise the influence of participant variables and experimenter effects.
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Evaluating an experiment
Mardi conducts an experiment to find out if colour preference can be influenced by associating a colour with a pleasant experience such as eating. She delivers a supply of red, orange, yellow, green and blue feeding bottles to some mothers of newborn infants and the regular transparent feeding bottles to the mothers of other newborn infants in the sample. The mothers have consented to let their infants be participants in Mardi’s experiment.
1 What is the IV in Mardi’s experiment?
2 How many experimental groups does Mardi have in her experiment?
3 Which participants make up the control group?
4 What is the DV?
5 How could Mardi randomly allocate the participants to different groups?
6 Identify two extraneous or potential confounding variables that should be controlled and explain why.

Use of an appropriate experimental research design

Various experimental research designs can be used to minimise the effects of potential extraneous and confounding variables, particularly variables associated with individual differences of participants. Three of these designs are the independent groups, repeated measures and matched participants designs.

Independent groups

In an experiment with an independent groups design, each participant is randomly allocated to one of two (or more) entirely separate (‘independent’) groups (and therefore conditions). This experimental design is also called independent measures and between participants.

The simplest independent groups design uses two groups — most often one group as the experimental group and the other as the control group. For example, suppose a researcher is interested in investigating the effects of loud music on problem solving. The experimental group could be given a problem-solving task to complete while loud music is playing and the control group would be given the task to complete without any music playing. Performance of participants under each condition would then be compared with reference to scores achieved on the problem-solving task. For example, a mean score could be calculated for each group to enable a quick comparison.

Random allocation is an essential feature of the independent groups design in order to control the influence of individual participant differences. This procedure is used after participants have been selected for the experiment, but before the experiment begins. Depending on the number of participants and groups (or conditions), the random allocation procedure may involve tossing a coin to decide which participant goes into each group. Alternatively, a simple lottery method can be used. For example, participants may be asked to draw a number from a container holding as many different numbers as there are participants. Those who draw odd numbers are then allocated to one group, and those who draw even numbers are allocated to another group.

Using an appropriate random allocation procedure is likely to result in two groups that are well matched on participant characteristics and therefore fairly equivalent. However, this may not necessarily be the case if there are a very small number of participants. The bigger the groups, the more likely it is that a uniform spread of characteristics and abilities will be achieved. Although random allocation does not guarantee that different conditions are entirely equivalent in the spread of participant variables, it does greatly reduce the likelihood of differences so that the effect(s) of the IV on the DV can be isolated.

The independent groups design is very common in experimental research. A significant practical advantage is that the experiment can usually be completed on one occasion, which also helps ensure participant attrition (loss) is negligible. Unlike the repeated measures design, there is not often a need to spread out the time period between the different conditions. Another advantage of the independent groups design is there are no order effects between conditions to control.

However, there is often a need for a larger number of participants to help ensure the spread of participant variables within the sample will match the distribution within the population. In addition, there is less control over participant variables than in the repeated measures and matched participants designs, especially when a small sample is used.

FIGURE 1.38 In an experiment with an independent groups design, participants are randomly allocated to the different groups (conditions) to ensure participant variables that can cause a change in the DV are uniformly distributed across the groups.
Repeated measures

Another way of controlling the influence of individual differences of participants is to design an experiment that uses the same participants in the experimental and control conditions. This is what happens in a repeated measures experiment (also called within participants).

In an experiment with a repeated measures design, each participant is in both the experimental and control groups (and therefore all conditions). The groups are identical so individual participant differences that may impact on the DV are controlled.

For example, consider the researcher interested in loud music and problem solving. Using the repeated measures design, a group of participants would be given a problem-solving task to complete while loud music was playing, and the same group would then be tested on a similar, equally difficult, problem-solving task but without the loud music playing. This means each participant would experience both the loud music and no music conditions while solving similar problems. How well all participants solved problems would be measured twice, once after each condition of loud music and no music respectively (hence the term ‘repeated measures’).

Using this design would give the researcher strict control over all relevant participant variables that can influence the results, such as individual differences in problem-solving abilities and levels of motivation. Any participant differences that may not have been identified by the researcher as potential confounding variables have also been controlled as the participants in both conditions are identical in every respect.

When planning a repeated measures experiment, the researcher has to consider order effects that may arise from the design; for example, whether a problem-solving task is performed first or second. Performance on a problem-solving task that is completed second may be better because of the experience gained in completing the first task. Participants may perform better in the second condition because they have practised the task or have gained other useful knowledge about the task or the experiment. Alternatively, participants’ performance may be impaired by effects such as boredom or fatigue, and they may not perform as well on the second occasion. In either case, the order effect is a potential confounding variable because the researcher cannot be confident about whether the IV or order effect caused the change that was measured in the DV.

One way of dealing with order effects such as practice, fatigue and boredom is to increase the time between measuring the DV in each condition (in this case, completion of the problem-solving tasks). For example, participants might be in the experimental group one day, then return a week later for the control condition. When this procedure is inappropriate, inconvenient or impractical, the researcher should ensure that the order in which the problem-solving tasks are performed is counterbalanced across the participants. For example, half the participants would follow one order (solving a problem in the experimental condition first, then solving a problem in the control condition). The other half would follow the reverse order (solving the problem in the control condition first, then solving the problem in the experimental condition).

**FIGURE 1.39** In an experiment with a repeated measures design, the same participants are in both the experimental and the control groups and are therefore exposed to all conditions.
Even stricter counterbalancing control of order effects may be achieved by using a random allocation procedure to determine the order in which each participant will be exposed to each condition. These procedures usually ensure that order effects are balanced out over the entire experiment, but there is no guarantee that this will occur. Table 1.3 shows a counterbalancing arrangement whereby individual participants are randomly assigned to the different conditions (also see figure 1.34).

**TABLE 1.3 Counterbalancing for a repeated measures experiment**

<table>
<thead>
<tr>
<th>Participant</th>
<th>Experimental condition</th>
<th>Control condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>first</td>
<td>second</td>
</tr>
<tr>
<td>2</td>
<td>second</td>
<td>first</td>
</tr>
<tr>
<td>3</td>
<td>first</td>
<td>second</td>
</tr>
<tr>
<td>4</td>
<td>second</td>
<td>first</td>
</tr>
<tr>
<td>5</td>
<td>second</td>
<td>first</td>
</tr>
<tr>
<td>6</td>
<td>first</td>
<td>second</td>
</tr>
</tbody>
</table>

The main advantage of the repeated measures design is that it eliminates potential confounding variables arising from individual participant differences. The researcher can assume that any difference in performance on the DV in each condition of the experiment should not be due to differences produced by any extraneous variable associated with individual participant differences because each participant, with the same personal characteristics (including abilities), is in every condition. Another advantage is that it requires a relatively smaller number of participants when compared with other experimental designs because the same participants are in all conditions.

However, the repeated measures design has several limitations. Although this design keeps individual participant differences constant, it does not necessarily control all participant variables that can influence the results. For example, participants may guess what the experiment is about as they compare the two conditions, creating expectations and beliefs that lead to unnatural responses.

The repeated measures design can also result in unwanted participant loss before the experiment is completed. It is most common when the repeated measurement of the DV requires a considerable amount of time per participant, so that, to reduce fatigue or overload, the researcher spreads out the time between the different conditions over several days. Then, participants show up for the first session but do not return for the second one. It is also quite common for participants to find the first condition boring and not attend the second simply because they don’t want to.

Another limitation is that order effects are more likely with the repeated measures design and can become a confounding variable if uncontrolled. However, the researcher can use counterbalancing to control any order effect.

**Matched participants**

In a matched participants design, also called matched groups, each participant in one condition ‘matches’ a participant in the other condition(s) on one or more participant variables of relevance to the experiment. This type of experiment usually involves selection of pairs of participants who are very similar in one or more personal characteristics that can influence the DV, then allocating each member of the pair to an experimental or control group. When pairs of participants are matched, the design is often called matched pairs. However, the matched participant design is not limited to pairs of participants.

The use of a matching process in terms of one or more relevant participant variables (such as intelligence, creativity, sex, age) is reflected in the name of the experimental design. Randomly allocating one member of each matched group to a different condition ensures that each experimental and control group is fairly equivalent in terms of the spread of participant characteristics that can cause a change in the DV.

Sets of identical twins are best for matching participants when pairs are used. They have the same genetic make-up, are identical in age and sex and tend to be very similar (but not identical) in socio-cultural background, mental abilities, temperament and various other personal characteristics (but not all). In a matched participants experiment, one member of each pair of twins would be allocated to the experimental group and the other would be allocated to the control group. In this way, both groups would be considered fairly equivalent, thereby minimising extraneous and confounding variables. However, identical twins are often not available.

In the loud music and problem-solving experiment, the intellectual ability of each participant could be reasonably assumed as being likely to affect their problem-solving ability. Suppose that the experimental group (loud music condition) performed poorly on the problem-solving task, as compared to the control group (no music condition). The researcher would want to be in a position to conclude that this difference in performance was due solely to the IV (loud music). If the experimental group had all the participants who were least intellectually able and the control group had all the participants who were most intellectually able, the experimenter would not know whether it was the loud music or the problem-solving ability of participants that caused the poor performance.

In order to avoid this problem, the researcher could administer an intelligence test to each participant.
after they had been selected for the experiment, but before the experiment began. This pre-testing would provide an IQ score for each participant. Each participant would then be paired with someone else with a similar IQ score until all the participants had been matched on intelligence. The participants would then be allocated to a group (experimental or control condition) on the basis of their IQ scores.

For example, in allocating participants to groups in the loud music and problem-solving experiment, the two participants with the highest IQ scores would be randomly allocated to the loud music and no music groups respectively. Then the two participants with the next highest IQ scores would be randomly allocated to the two groups, and so on. In this way, the two groups in the experiment would be matched in terms of intellectual ability, thereby controlling the influence of this potential confounding variable.

The loud music and problem-solving experiment could also have three groups — a control group who will not be exposed to any music, an experimental group who will be exposed to loud music and an experimental group who will be exposed to soft music. For this specific design, participants would be organised into groups of three based on IQ score matching, then each member would be allocated to one of the three experimental conditions.

The main advantage of matching participants is that it ensures that in every condition there is a participant with very similar or identical scores on the variable(s) the researcher seeks to control. This means that these variables are constant across the conditions, thereby eliminating them as potential confounding variables. Participant attrition is less common than with the repeated measures design and there is not often a need to spread out the time period between the different conditions.

There are, however, limitations to the matched participants design. One potential problem is the difficulty of knowing which specific participant variables should be matched. Even if the researcher can identify the variable(s) that is likely to most influence performance on the DV, it is often difficult and time-consuming to actually recruit participants who are sufficiently alike in the variable. There are also other practical problems. For example, to find matching participants, the researcher often has to pre-test many individuals and/or settle for a very small number of participants. As well as being time-consuming, pre-testing can create order effects. And the loss of one participant through attrition means the loss of a whole pair, triplet and so on. Pre-testing is not required for the repeated-measures design and is only used in an independent-groups design if the researcher elects to do so. Use of the matched-participants design is often not necessary in experimental research. Random allocation is usually sufficient to control individual differences of participants as it ensures equivalence of the experimental and control groups. Consequently, the matched participants design is not commonly used.

**TABLE 1.4 Three experimental designs**

<table>
<thead>
<tr>
<th>Experimental design</th>
<th>Feature</th>
</tr>
</thead>
<tbody>
<tr>
<td>Independent groups</td>
<td>Each participant is randomly allocated to either the experimental or control group and is in one group (condition) only.</td>
</tr>
<tr>
<td>Repeated measures</td>
<td>Each participant is involved in both the experimental and control groups i.e. all conditions.</td>
</tr>
<tr>
<td>Matched participants</td>
<td>Each participant in one group ‘matches’ a participant in the other group(s) on one or more participant variables.</td>
</tr>
</tbody>
</table>

**FIGURE 1.40 Matched participants design for the experiment on loud music and problem solving**
Advantages and limitations of experimental research

A key feature of an experiment is the researcher’s attempts to control the conditions in which a behaviour of interest or other event occurs, whether the experiment occurs in a laboratory setting or in a real-life, field setting. As well as controlling the IV, the researcher also attempts to minimise or eliminate the influence of unwanted extraneous or confounding variables to concentrate entirely on the effect the IV has on the DV. Elimination of all unwanted and irrelevant variables is not always possible, but control is usually greater than in other research methods, especially if the experiment is conducted in a laboratory setting. Consequently, the experiment has several advantages when compared to other research methods.

One advantage of the experiment is that the IV can be manipulated in order to observe and measure the effect on the DV, therefore making it possible to test if there is a cause and effect relationship between the IV and DV. Furthermore, because controlled conditions are known conditions, the experimenter can set up the experiment a second time and repeat it to test the results.

Alternatively, the experimenter can report the conditions of an experiment in such a precise way that others can replicate it and test the results. Replication is very important because when a study is repeated and similar results are obtained, there can be greater confidence in the reliability and validity of the research and its results.

Despite its precision, there are several limitations of the experiment. Although a field experiment occurs in a real-life setting and therefore has a relationship to the real world, it is often difficult to strictly control all variables because of the unpredictability of real-life settings. The ability to more strictly control variables is an advantage of the laboratory setting; however, it is often artificial and too dissimilar to real life. For example, bringing someone into the unfamiliar environment of a psychology laboratory can change their behaviour to the point where it is not appropriate to generalise or apply the observed behaviour to situations outside the laboratory.

Furthermore, some things cannot be measured in a laboratory. The researcher cannot break up families, for example, to measure the effects of family separation. Nor would the laboratory be the best setting for testing variables such as grief, hate or love. It may be difficult for participants to express these emotions naturally or very realistically in a laboratory setting.

Artificiality and laboratory experiments in psychological research

Psychologists often conduct experiments in laboratory settings, usually located at a university, so that the environment and procedures can be controlled and the participants’ responses to the IV can be carefully observed. Volunteer participants of any age may be brought into a research laboratory to study virtually any aspect of human thinking, feeling and behaviour.

Some laboratories are quite elaborate. For example, a sleep laboratory has a diverse range of technical equipment that enables researchers to monitor a participant’s eye movements and brain wave patterns, record the exact time they fall asleep and get dream reports the moment they awaken. Similarly, a laboratory for studying infant-parent social interactions may be set up as a special playroom equipped with hand-picked toys, two-way mirrors, and a hidden camera and microphone so that researchers can record every word that is spoken and analyse every little detail of each participant’s behaviour.

Thus, in order to make certain observations, psychologists often find it necessary to simulate situations or events in a laboratory. However, the laboratory is an artificial setting. It is a human-made, ‘non-natural’ setting used for research purposes.

This type of environment can produce responses that are distorted or do not adequately resemble how people would ‘naturally’ think, feel or behave when in the ‘field’ or real-life settings. For example, can someone sleep normally in a strange bed with metal electrodes pasted to their scalp? Will a parent and child interact in the playroom the way they do at home (Kassin, 1995)?

Laboratory-based research in psychology is often criticised because of its artificiality — its lack of realism and differences to real-life settings. The artificiality of the environment in which a study takes place can produce demand characteristics that cause participants to react unnaturally. For example, participants sometimes use such things as random noises, changes in lighting or a broken pencil point as cues to work out what is being studied and how they should respond. More often than not, the conclusions drawn by participants are misleading or wrong (Heiman, 2002). Furthermore, artificiality can limit the generalisability of the results from the laboratory setting to real-life contexts. This means that a study conducted in a laboratory setting may be lacking in external validity.

However, too much emphasis may be placed on the setting in which a study is conducted. Many variables are impossible to study in the field or a real-world context for ethical and practical reasons. For example, Stanley Milgram’s controversial studies in the 1960s on obedience to authority were criticised on the basis that they were conducted in a laboratory-based environment at a university. Participants knew they were in an experiment...
and, due to the artificial nature of the environment, may have responded differently to how they would have acted in similar circumstances in real life. For example, they may not have administered electrical shocks at deadly levels, if at all. Milgram recognised the limitation of his university laboratory setting by conducting further studies in a more realistic setting (a shopfront location in the community outside the university). He subsequently obtained a similar overall pattern of results to those observed in the 'artificial' laboratory setting. Such a study would be virtually impossible to conduct in a truly real-life context, and although the study was ethically questionable, it was better to examine the type of obedience involved in a controlled environment.

**Figure 1.41** Stanley Milgram’s controversial studies on obedience to authority were criticised on the basis of their artificiality as they were conducted in a laboratory-based environment. The photo shows an obedient research participant administering a shock.

**Box 1.8**

**Correlational research**

In an experiment, the researcher manipulates one or more IV(s) in order to establish whether a change in the IV(s) brings about a change in the DV(s). If strict experimental control is maintained, a cause–effect relationship between an IV(s) and DV(s) can usually be established. Sometimes, however, using the experimental method is impractical or inappropriate.

Suppose a psychologist wanted to find out how a severe emotional trauma in childhood affects school performance. It would be unethical to set up two similar groups of participants and expose one of these groups to the harmful experimental condition of the particular severe emotional trauma. In such cases, the researcher may choose to use existing information in order to assess the relationship, or correlation, between the variables of interest.

Correlational research is used to identify and describe the ‘co-relationship’ between two variables of interest. No attempt is made to manipulate any variable, such as in an experiment. The researcher simply assesses the degree of relationship between two variables. Correlation is a statistical measure that indicates the extent to which two variables are related; for example, the relationship between stress and cancer, between level of anxiety and incidence of bedwetting, or between personality test scores and birth order. Correlation does not indicate that one variable causes another. Rather, it indicates whether a relationship exists, the strength of the relationship and direction of the relationship (e.g. as one variable increases, is the other likely to increase or decrease?). For any two variables there are three possible relationships between them: positive, negative and zero (no relationship). A positive correlation means that two variables vary in the same direction — as one variable increases, the other variable also tends to increase. For example, as a child’s height increases, their body weight tends to increase (and as their body weight increases, their height tends to increase). A negative correlation means that two variables vary in opposite directions — as one variable increases, the other variable tends to decrease (like a seesaw). For example, as the amount of alcohol in the blood increases, reaction time tends to decrease (and as reaction time increases, amount of alcohol in the blood tends to decrease). It is said that there is a zero correlation or little or no relationship between two variables if the way that they vary is totally independent of each other. For example, there is no relationship between height and VCE grades.

A correlation is often described by a number known as a correlation coefficient. A correlation coefficient is expressed as a decimal number, which can range from +1.00 to −1.00. This number indicates the strength and the direction of the correlation. The plus or minus sign describes the direction of the relationship between the two variables — positive or negative.

A correlation coefficient preceded by a plus sign is called a positive correlation. This means that high scores for one variable tend to go with high scores on the other, middle scores with middle scores, and low scores with low. For example, if there is a high positive correlation (e.g. +0.75) between the rate of pupil dilation and problem-solving ability, then people with rapid pupil dilation should tend to be good problem-solvers (i.e. they would solve many problems in a 20-minute period). People with slow dilation would tend to be poor problem solvers (i.e. they would solve fewer problems in a 20-minute period).
A correlation coefficient preceded by a minus sign is called a negative correlation. This means that when a score on one variable is high, the score on the other tends to be low, and middle scores tend to go with middle scores. For example, if there is a high negative correlation (e.g. \(-0.75\)) between the rate of pupil dilation and problem-solving ability, then people with rapid pupil dilation would tend to be poor problem solvers and those with slow dilation would tend to be good problem solvers.

The decimal number of the correlation coefficient describes the strength of the relationship between the sets of scores for two variables. A correlation coefficient that is close to \(+1.00\) indicates a high positive correlation (i.e. very strong relationship) between two variables. A correlation coefficient that is close to \(-1.00\) indicates a high negative correlation (i.e. very strong relationship) between two variables. A correlation coefficient that is close to 0.00 indicates little or no relationship between two variables. Correlation coefficients of \(+1.00\) and \(-1.00\) indicate perfect correlations, but these very rarely occur.

Correlations show the existence and extent of relationships between variables but they do not necessarily indicate a cause–effect relationship (that one variable causes the other); for example, as the world rotates on its axis, people get older. There is an extremely strong correlation between these two variables but it would be faulty to assume that the Earth’s rotation causes people to age or that people’s aging causes the Earth to rotate. Although scientists know that the two variables correlate, they have not been inclined to discover a way of stopping the Earth’s rotation so that we stop getting older!

There are also many instances when high correlations suggest a logical cause–effect relationship, and sometimes correlations really do represent causal relationships. The amount of ink left in a pen is closely related to the length of time spent using the pen. But a significant correlation doesn’t necessarily mean that there is a cause–effect relationship because both variables may be correlated with a third variable. For example, there is high positive correlation between the number of permanent teeth in children and their ability to answer increasingly difficult questions on intelligence tests. It cannot be assumed, however, that having more teeth causes increased cognitive ability. The correlation is high because a third variable—increasing age—accounts for both new teeth and cognitive development.

Similarly, there is a very high correlation between the number of years spent in schooling and income as an adult. Both of these variables, however, have also been found to correlate not only with each other but also with a third variable—parents’ income. When two variables are correlated, this is not accepted by psychologists as proof of causation in the absence of other research evidence. In such cases, researchers will test the possible cause–effect relationship by conducting a carefully controlled experiment.

**Figure 1.42** Sleeping with shoes on and waking up with a headache have a strong positive correlation. Does this mean that sleeping with shoes on causes a headache? Of course not. Both variables also correlate with and are affected by a third variable — going to bed after drinking too much alcohol.
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Review questions

1. Make a copy of table 1.4 on page 00. Add two columns, one headed ‘Advantages’ and the other ‘Limitations’. Complete the table including at least two advantages and two limitations for each experimental design.

2. Explain the meaning of experimental design.

3. For each of the following extraneous or potential confounding variables, rank the three experimental designs from 1 to 3 to indicate the extent to which the design controls the variable, as compared to the other designs. A ranking of 1 indicates greatest control and a ranking of 3 indicates least control. If appropriate, more than one design may be given the same ranking. Explain your choice of rankings.
   (a) individual participant differences
   (b) placebo effect
   (c) order effects
   (d) experimenter effects.
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Identifying the experimental design

Read the following summaries of experiments and indicate whether an independent groups, repeated measures or matched participants is used.

Experiment 1
A researcher is interested in the effectiveness of a particular treatment for insomnia. Fifty adult insomnia sufferers are contacted from a newspaper advertisement, and each is given a pill with instructions to take it before going to sleep that night. The pill actually contains milk powder (a placebo). The participants are randomly allocated to receive one of two instructions about the pill: half are told that the pill will make them feel ‘sleepy’ and the other half are told that the pill will make them feel ‘awake and alert’. The next day, all the participants meet with the researcher and are asked how long it took them to fall asleep after taking the pill. The participants who were told the pill would make them feel sleepy reported having fallen asleep significantly faster than the participants who were told the pill would make them feel awake and alert.

Experiment 2
A researcher wants to examine the effects of massed practice versus distributed practice on the learning of nonsense words such as qoh, nal and fub. The researcher randomly allocates first-year university students studying psychology into one of three groups.
   • Group 1 is required to learn a list of 20 nonsense words in one 90-minute session on one day.
   • Group 2 learns the same list for 45 minutes per day for two successive days.
   • Group 3 practises the same list for 30 minutes per day for three successive days.

The researcher assesses each group’s performance with a test of free recall of the nonsense words after each group completes the designated number of sessions. The mean recall of the 20 words for Group 1 is 6.2; for Group 2, 11.1; and for Group 3, 14.9. These mean scores are found to be significantly different from one another, and the researcher concludes that distributed practice is more effective than massed practice.

Experiment 3
A researcher studied how having previously seen an image of an object may influence the ability to name it again when it reappears later. Participants are first shown pictures of common objects such as a purse, a wristwatch and keys on a computer monitor. The participants then leave and return one week later. At this time, they are shown some of the original pictures they had seen in the first session, some similar but not identical pictures, and some entirely new ones. They are then asked to name the objects as quickly as possible. The researcher found that the original objects were named significantly faster than the new objects, but that the similar objects were named more slowly than the new ones.
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Designing an experiment

Choose a specific topic of interest from Unit 3 or 4 and outline an experiment with an independent groups design, an experiment with a repeated measures design and an experiment with a matched participants design that could be conducted on your chosen topic.

Present the experiments using flowcharts (see figures 1.38–1.40) so that the three designs can be compared.
Cross-sectional studies

A cross-sectional study selects and compares different groups of participants on one or more variables of interest at a single point in time. In this way, it provides a ‘snapshot’ of mental processes or behaviour in relation to the variables included in the study. It is most commonly used to study age-related differences. For example, a study might investigate how performance on a memory task can vary according to age. Groups of people selected at ten- or 20-year intervals from 5 to 85 year olds could be tested and the results compared.

A cross-sectional study may also be used to study differences between groups in one or more other variables at a particular point in time. For example, a study may compare the recovery of a group of stroke patients who participated in a specific rehabilitation program with a group who did not, or it may be used to study the behaviour of students in three year seven English classes, each of which is taught by a teacher with a different approach to classroom management and discipline. The choice of samples and variables for study is virtually endless. Samples of participants may be selected on the basis of their school type, year level, course, occupation, attitudes, mental health status, mental abilities, sleep habits, exercise habits, parental style, personality, cultural background, social media use, a particular illness, use of a specific medication, and so on. However, the data are collected all at the same time (or within a short time frame).

A cross-sectional study uses an independent groups design and is sometimes called a quasi-experiment because of this resemblance to an experiment. However, it is not a true experiment because participants cannot be randomly allocated to experimental and control groups. Instead, a cross-sectional study uses existing, naturally formed or occurring groups. For example, the researcher can select participants from different age groups of interest but cannot randomly assign people to be a particular age. In addition, the researcher measures characteristics or events that already exist or occur naturally in a sample (or population) without manipulating any variable(s).

Advantages and limitations of cross-sectional studies

The major advantage of a cross-sectional study is that it can be conducted relatively quickly. Compared to other research methods, it tends to be simpler to undertake, less time-consuming and less expensive. For example, a researcher can study differences in one or more variables of interest in 5-, 10- and 15-year-olds at one time, over a short period, instead of tracking them over 10 years to complete their investigation. In this way, a snapshot of age-related differences can be obtained without having to wait many years for the results.

Another advantage is that a cross-sectional study provides a means of conducting research on certain topics that are unethical and/or impractical to conduct through experimentation; for example, to study the effects of exposure to a natural disaster on mental health. The researcher could access one or more groups who have been exposed to a specific type of natural disaster and assess their mental health.

The major limitation of cross-sectional studies is that a cause-effect relationship between different variables cannot be tested or determined. In the example above, if the results showed that exposure to a natural disaster adversely impacted on mental health, a researcher would not be able to conclude with confidence that exposure to the disaster was the sole cause. Numerous other participant variables can influence mental health and these were not subject to the control that occurs in an experiment. However, the researcher can still make inferences about possible relationships that may exist at a particular point in time, or collect data that may give direction to further research through true experimental designs.

In addition, when age differences are studied, participant variables other than age can influence the results and therefore be confounding variables. Differences found between age groups may be due to factors other than age, such as the particular backgrounds and life experiences of participants in each age group. For example, genetic makeup, number of siblings, family environment and schooling may account for differences found in a cross-sectional study of language development in young children.

In particular, one variable that cannot be controlled in some cross-sectional studies is called a cohort effect. A cohort effect occurs when the researcher measures characteristics in groups of people (‘cohorts’) born at significantly different times and members of each group share life experiences associated with the period and/or place in which they grew up. One or more of these experiences can impact on their development and how they think, feel and/or behave. These perceptions, characteristics and other changes are unique to the group in question.
For example, people who are currently in their nineties experienced childhood during the 1930s depression. They may think, feel and behave differently from 30-, 50- or 60-year olds, not only because they differ in age, but because their backgrounds differ in terms of access to nutritional diets and health care, educational backgrounds and other socio-economic circumstances. Similarly, some age groups experienced adolescence during World War II in the 1940s, without television in the 1950s or when disco was popular in the 1970s. Consider also the fact that the current adolescent ‘cohort’ has grown up during a period marked by widespread access to the internet, new digital technologies and social media, which collectively provides a different experience from that of their parents and grandparents when they were growing up.

The larger the difference in age between groups in a cross-sectional study investigating age-related differences, the greater the potential for a cohort effect that causes confounding — when age differences are entangled with differences in participants’ life experiences that are actually associated with growing up at a particular time, as a member of a particular generation, in a particular historical context.
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**Review questions**

1. (a) Explain what a cross-sectional study is, with reference to an example.
   
   (b) Is a cross-section taken of participants, variables or both?

2. Which type of experimental design is a cross-sectional study most like?

3. Give two reasons to explain why a cross-sectional study cannot be used to test a cause-effect relationship between age and another variable of interest.

4. (a) Explain the meaning of cohort effect with reference to an example.
   
   (b) Give an example of when a cohort effect would be considered a confounding variable and explain why it would be considered a confounding variable in relation to your example.

5. (a) Suggest an example of cross-sectional research that could be conducted to investigate whether the duration of a typical night’s sleep changes with age.
   
   (b) If age-related differences in total sleep time are found, would your research design enable you to account for or explain the differences? Give a reason for your answer.

6. What are the main advantages and limitations of the cross-sectional study?

**Case studies**

Sometimes a researcher will collect data on only a small number of people, perhaps an individual or a small group of two or three. When this is done, the research method used is likely to be a case study. A **case study** is an intensive, in-depth investigation of some behaviour or event of interest in an individual, small group, organisation or situation. Usually, the case is a person. It may involve the ‘normal’ or ‘abnormal’ behaviour or functioning of an individual. Sometimes it may involve a specific group or event, such as the decision-making process used by an ethics committee when reviewing a research proposal or by a NASA team when deciding to proceed with or abort a space mission launch.

Case studies are most often used when large numbers of participants are not available for study; for example, to study individuals with a relatively rare or unusual disorder, problem, ability or characteristic. The case study may involve a combination of data collection methods. For example, an individual may be interviewed at length. Information may also be collected through interviews of family members, friends, teachers or co-workers. The individual’s medical records and school reports may also be considered. Other sources of information can include extensive psychological testing and observations of the person’s behaviour. However, a case study is
different from a single participant experiment because the method does not actually involve manipulation of any independent variable. When used in a clinical setting for therapeutic purposes, a case study is often referred to as a case history or a clinical observation.

Much of what is known about the role of the brain in behaviour and mental processes has come from case studies of people with brain damage. Intensive study of individuals with brain damage makes it possible for researchers to gain detailed, valuable information about the roles of the brain in consciousness, speech, memory, perception and so on.

One of the earliest and best-known case studies of brain damage is that of Phineas Gage, which was reported by his doctor, John Harlow, in 1848. Gage was a railway construction supervisor who accidentally exploded gunpowder that sent an iron rod through his skull, causing massive damage to his frontal lobes. No-one expected him to live. Although Gage survived, his temperament (mood), social behaviour and personality changed very noticeably after the accident. The last sentence of his doctor's report reads, ‘His mind was radically changed, so decidedly that his friends and acquaintances said that he was “no longer Gage”’. The Gage case study provided one of the earliest detailed insights into the roles of the frontal lobes in mental processes and behaviour (Breedlove, Watson & Rosenzweig, 2010).

Another example of a case study enhanced understanding of a rare disorder called Anton's syndrome. This case study involved an adult female patient called H.S. People with Anton's syndrome are cortically blind. This means that they are unable to see because of severe damage to their visual cortex, the part of the brain that initially receives and processes incoming visual sensory information. An unusual aspect of Anton's syndrome is that individuals do not have any damage to their eyes or visual pathways to the brain. However, they believe that they can still see and have an explanation for why they cannot. For example, someone with Anton's syndrome may claim that they can't see because there is insufficient light in the room where they are being examined (Andrewes, 2001).

H. S. was of particular interest to the researchers because her visual cortex was entirely destroyed. Despite all the evidence that H. S. was totally blind, she would deny her blindness and describe her sight as only ‘unreliable’. She reported that sometimes things around her would appear very clearly, only to disappear a few minutes later. Sometimes she would reach out for an object, such as a cup, only to find that it was not where she expected it to be (Goldenberg, Mullbacher & Nowak, 1995).

The researchers believed that H. S. might have been mistaking her visual imagery of objects for sight, believing that what she was imagining was what she was actually seeing. They tested their imagery hypothesis by making sounds that related to various objects — for example, the sound of rattling keys or scissors opening and shutting — and then placing the object out of sight. At other times, they let H. S. touch the object and then placed the object out of sight. Each time they did this, the researchers would ask H. S. whether she saw the object. When not allowed to hear or touch the object, H. S. would say that she couldn't see anything, but she would report seeing the object if the object was within her field of vision.
The following dialogue, in which R. is the researcher and H. S. is the patient, reveals the test. Although by this time H. S. had recovered some of her vision, she still only had a 5° visual window on the right side. Apart from this, she is functionally blind.

R. [Moves bunch of small keys, producing sound.] I am holding an object. Do you have any idea what it might be?

H.S. Could that be a key?

R. [Silently moves the keys beneath the table. The part of the conversation printed in italics takes place while the keys are hidden from view.] What does it look like?

H.S. On top there is a big ring, and it has a dark key-bit.

R. Do you see the key well?

H.S. I am seeing the key.

The case study of H. S. provides evidence for a number of different aspects of brain function. For example, the visual cortex is shown to have a crucial role in vision, given that H. S.'s was entirely damaged and she consequently had no vision. Despite believing that she could still see objects, as indicated in her conversation above with the researcher, H. S. was blind — her description of the key was incorrect. However, she had excellent visual imagery, despite having no visual cortex. This suggests that visual imagery and visual perception do not necessarily depend on the same brain structures and processes, and that the relationship between visual imagery and visual perception is not as close as some psychologists have proposed. Furthermore, H. S. recovered some of her vision over time (and recovery may continue). This provides evidence for the plasticity of the brain; that is, the capacity of the brain (specifically its neurons) to take over part or all of a function of an area responsible for that function, but which has been damaged (Andrewes, 2001).

**Table 1.5 Examples of case studies**

<table>
<thead>
<tr>
<th>Person</th>
<th>The study of one single individuals generally using several different research methods</th>
</tr>
</thead>
<tbody>
<tr>
<td>Group</td>
<td>The study of a single distinctive set of people such as a family or small group of friends</td>
</tr>
<tr>
<td>Organisation</td>
<td>The study of a single organisation or company and the way that people act within it</td>
</tr>
<tr>
<td>Event</td>
<td>The study of a particular social or cultural event and the interpretations of that event by those participating in it</td>
</tr>
<tr>
<td>Location</td>
<td>The study of a particular place and the way that it is used or regarded by people</td>
</tr>
</tbody>
</table>

---

**Box 1.9**

**Case study on Patient L. E.**

Patient L. E. was a talented sculptor before brain disease disrupted her ability to form visual images. Her sculpting style then changed from highly realistic (a and b) to much more abstract (c and d). Her capacity for drawing also suffered, as shown by her attempts to draw a bird (e), a camel (f) and an aeroplane (g).

Advantages and limitations of case studies

Case studies provide a useful way of obtaining detailed and valuable information on mental processes and behaviour, particularly in relation to rare or unusual disorders. There is no manipulation or control of variables, as with research conducted under strictly controlled experimental conditions (unless an experiment is used to provide some of the case study data). Consequently, case studies can avoid artificiality and provide a ‘snapshot’ of the actual or real-life experience of one or more individuals at a particular time in a particular situation. Case studies can also provide insights into how others may think, feel or behave under similar circumstances.

Another advantage of case studies is that they can be a valuable source of hypotheses for further research. Case studies, however, cannot be replicated to test the reliability of the results in the way that an experiment can. Nor can they be used to actually test hypotheses unless combined with the results of other case studies of similar participants or used with another research method that is suitable for testing hypotheses.

Case studies have other limitations. Because of the detailed and comprehensive data usually obtained, the process of analysing, summarising and reporting these data can be painstaking and time-consuming. By their very nature, case studies usually focus on rare or unusual individuals or situations. Because the mental experiences, processes or behaviours of such individuals are ‘extraordinary’, they may not reflect typical ways of thinking, feeling or behaving. Generalising the results to others, particularly those without the rare disorder or ability, cannot be done with any certainty.

Case studies also have the limitation of being susceptible to biased information from the participants or the researcher. This can influence the accuracy of the information that is obtained and conclusions that may be drawn. For example, case studies usually rely on the individuals under investigation to provide a great deal of the required information. Some participants may not remember clearly what they actually experienced, or they may intentionally change or omit information that they do not wish to reveal for personal reasons. Case studies are usually conducted by one researcher and are vulnerable to experimenter effects that influence what the researcher sees or hears. Furthermore, the researcher is also responsible for deciding what to include in their descriptions and what to leave out. In writing a report on the case, the researcher may select information that supports key points or conclusions they wish to make and omit other points that may be just as relevant and could have been included by another researcher interpreting the same information.
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Review questions
1 What is a case study?
2 Give two examples of possible case studies not referred to in the text, one involving an individual and another a small group or organisation.
3 Suggest a reason to explain why case studies often involve the use of several data-collection techniques.
4 Are experimenter effects relevant to case studies? Explain your answers.
5 Describe two advantages and two limitations of case studies when used for research purposes.

Observational studies

An observational study involves collecting data by carefully watching and recording behaviour as it occurs. Psychologists use observational studies to collect data when the behaviour under investigation is clearly visible and can be easily recorded. Data collection may be:

- **structured** — a pre-prepared system is used to guide and record observations e.g. checklist of items to look for.
- **unstructured** — observations are made without a predetermined format.
- **semi-structured** — data is collected using a partly predetermined format.

Most observational studies conducted in psychology are structured and use systematic data-collection techniques, such as the checklist with predetermined criteria shown in figure 1.47. A structured study typically involves operationalising the behaviour of interest and variables that are involved. For example, a researcher observing aggression outside nightclubs in King Street, Melbourne, must define aggression precisely in terms of the variables to be measured and devise a list of the specific behaviours to be observed and recorded. In preparing their observation checklist, the researcher will determine whether, for example, aggression includes shouting or only physical contact and whether an accidental push or shove is to be recorded along with a deliberate push or shove.

Observations have become more accurate as new technologies permit increasingly precise measurements. For example, digital video cameras can be used to record then analyse rapidly changing behaviour. Even a single ‘frame’ within a long action sequence can be analysed. This technology can be used, for example, in studies of the way subtle changes in facial expressions of mothers and their babies become synchronised and similar over time.

Sometimes an observational study might resemble an experiment. For example, to investigate creative problem-solving processes in a group, a researcher...
might present a friendship group with a problem requiring its members to come up with as many uses for a house brick as they possibly can in 10 minutes. The researcher could then observe and record who suggests answers and how often; who records answers and how the recorder is selected; how correct and incorrect answers are dealt with; whether judgments about answers are immediate or postponed; who gives or doesn’t give feedback; who stays on task; who is time-conscious, and so on. The researcher might also observe problem solving in a group comprising strangers in order to make comparisons with the friendship group.

Although a particular observational study might use an independent groups design and all experiments actually involve observation of responses, an observational study is not a true experiment unless random allocation is used. Furthermore, an observational study can reveal a relationship between two variables (e.g. group type and creative problem-solving), but only a true experiment can establish a cause–effect relationship.

**Natural and contrived settings**

Observations may be conducted within a participant's natural environment or in a contrived environment. In both settings, the researchers would wait for the behaviour of interest to occur voluntarily and to unfold as it usually does.

When observations are conducted within the participant's natural environment, the method is commonly called naturalistic observation. In **naturalistic observation**, the researcher views behaviour in the natural, ‘real-life’ environment where it would ordinarily occur. This is a situation where behaviour in its genuine form would be most likely to be observed. In addition, the researcher conducts their observations in an inconspicuous or ‘unnoticeable’ manner so that their presence does not influence the behaviour of interest.

For example, in a study on the social behaviour of pre-schoolers, a researcher might observe children at play in a pre-school centre's outside area at lunchtime. They would do so from the 'sidelines' so that the children are not aware that they are being observed to help ensure their presence does not interfere with the naturally occurring, voluntary play behaviour. From the observational records of each child's interactions with others, the researcher will make inferences about children's social behaviour. Similarly, a researcher studying how paramedics respond to traumatic events might observe paramedics in action by riding along with them on duty. In doing so, the researcher would
be as unobtrusive as possible, trying to ‘shadow’ the paramedics as they respond to various types of trauma, communicating with them only when essential.

A contrived environment is one that the researcher creates for the specific purpose of conducting an observational study. It is an artificial (‘non-naturalistic’) environment for the behaviour of interest and is sometimes referred to as a structured or laboratory environment because of the degree of control the researcher has over it. For example, the researcher conducting the study on social behaviour may decide to observe children at play in a room set up for that purpose at a venue outside the pre-school centre. Specific playthings may be made available and strategically located together with a table and chairs. Observations could then be made from behind a one-way mirror so that the children are not aware that they are being observed. The children’s behaviour might also be video recorded so that researchers can also record observations to help ensure reliability of the data.

Participant and non-participant observation

When researchers try to conceal their presence while making observations, it is often called non-participant observation (and sometimes passive participation). For example, when making naturalistic observations of the use of specific ‘body language’ in a real-life setting, a researcher might sit on a nearby seat pretending to be absorbed in a book in order to observe the nonverbal interactions of people being met at an airport. They will try to blend in with the crowd and observe from the sidelines, concealing as best as possible their identity and what they are actually doing.

Sometimes, the behaviour of interest involves private interactions between members of a group that cannot be reliably observed from the sidelines. In such cases, the researcher may engage in participant observation. In an observational study using participant observation the researcher is an active member of the group being observed (which is why it is sometimes called active participation). The researcher will actually join in the activities of the group and may deliberately try to be mistaken by the participants as being part of the group or situation being observed, but their identity as an observer is concealed.
In one well-known observational study that used participant observation, the researchers had themselves admitted to several different psychiatric hospitals by imitating the symptoms of a mental disorder. After they had been admitted, they observed and kept records of how the patients were treated. Their record-keeping behaviour was regarded by the hospital staff as being a symptom of their mental disorder (Rosenhan, 1973).

**Advantages and limitations of observational studies**

Each type of observational study is useful under different circumstances and has advantages and limitations depending on the specific procedures used, particularly the degree of structure in the data collection technique and the observational setting.

The main advantage of observational studies, especially naturalistic observation, is that researchers can watch and record behaviour as it usually occurs, without the need for any manipulation or intervention. When people are observed in this way, they are not influenced by perceptions that can form in artificial, contrived environments and lead them to behave differently from how they normally do. Sometimes, merely being present in an artificial environment can cause an unnatural change in behaviour. Thus, naturalistic observation often enables researchers to gain more accurate information about the typical behaviours of people (and animals), both immediately and over a longer period, than do other research methods. When compared to research methods that involve asking people about their behaviour, the researcher can observe what people actually do (or say), rather than what they say they do.

In addition, structured observations through use of checklists and specific criteria enhance the accuracy of data collection and therefore the results obtained. This is a more likely outcome when the observational setting is strictly controlled, as in a contrived laboratory-type situation.

Another advantage of naturalistic observational studies is that some types of human behaviour can only be studied as they naturally occur because it would be unethical or impractical to study them in a laboratory situation. For example, it would be unethical to severely deprive children in their early life in order to observe the effect of deprivation on behaviour in the future. Similarly, some behaviours cannot be realistically reproduced in a laboratory. A researcher cannot, for example, study crowd behaviour in a laboratory. Nor could a researcher expect to obtain valid information about how people usually behave when they are in love by bringing a pair of participants into a laboratory situation and asking them to ‘be in love’ so that observations can be made. However, since the observer doesn’t directly influence the behaviour being observed in an unobtrusive observational study, it sometimes requires a lot of time and patience to wait for the behaviour of interest to occur. Consequently, some observational studies can be very time-consuming.

A practical advantage of naturalistic observation is that it does not require the cooperation of participants being observed. However, this raises the ethical issue of not obtaining informed consent, particularly if participant observation is required. When participant observation is used without informed consent, a person’s expectation of privacy can be violated. This issue has to be weighed up against the fact that the participants are not informed that they will be observed in some special way so that their observed behaviour is more likely to be true to life.

**FIGURE 1.50** Using two or more observers to collect the same data in an observational study can minimise the influence of observer bias on the results.
Another limitation of an observational study is that it can be difficult to determine the causes of the behaviour of interest that is observed, because many factors may influence that behaviour. This is especially the case in a natural environment. For example, the researcher observing aggressive behaviour from the sidelines outside a King Street night club will often not be able to determine with certainty why people become aggressive towards one another when a skirmish or fight breaks out unless they intervene in some way, for example, by interviewing those involved. The true factors that control a particular behaviour could be ones the researcher is not immediately aware of.

A potential limitation of any observation procedure is observer bias, which is a type of experimenter bias. It is possible, for example, that researchers sometimes unconsciously distort what they see so that it resembles what they hope to see, even when they are using structured formats. Researchers who collect the data must be trained to observe and record accurately in order to minimise the influence of their personal biases. Furthermore, when recording participant responses or making detailed notes as part of the observation process, the researcher may neglect to record certain behaviours that they either judge to be irrelevant or do not actually see. To overcome these limitations, researchers often use two or more observers for data collection and check for inter-rater (‘inter-observer’) reliability. This procedure usually results in a more complete and accurate set of data than one observer could obtain alone.

**BOX 1.10**

**Studying gorilla behaviour using both participant and non-participant observation**

In a well-known observational study that spanned 18 years, American researcher Dian Fossey (1983) used both participant and non-participant observation. Fossey, whose work is featured in the 1988 movie *Gorillas in the mist*, lived among gorillas in their remote African highlands habitat.

After first using non-participant observation to learn about key aspects of gorilla behaviour, Fossey changed her method to use participant observation and started to behave like a gorilla. The more she learnt about the behaviour of gorillas, the more she was able to act like them. She imitated their feeding and grooming behaviours and even attempted to copy their vocalisations. By waiting for the gorillas to approach her, by avoiding actions that might threaten them, and by imitating their actions, Fossey gradually became accepted by them and was able to collect valuable data about their behaviour.

Fossey was not formally trained in scientific research but her contributions to the understanding of gorilla behaviour (and gorilla conservation) are widely recognised. In 1985, she was found hacked to death at her camp site in Rwanda. It is believed that she was murdered by gorilla poachers.

**FIGURE 1.51** Researcher Dian Fossey engaging in participant observation with gorillas
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Review questions
1 What is an observational study?
2 (a) Give an example of an observational study with a non-experimental independent groups design (but not an example used in the text).
(b) Explain why this study would be considered a quasi-experiment.
3 What are the key features of naturalistic observation?
4 Distinguish between each of the following with reference to examples not used in the text.
(a) structured and unstructured observation
(b) participant and non-participant observation.
5 (a) Explain the meaning of observer bias and whether or not it is a type of experiment effect.
(b) What is a suitable means of controlling this variable?
6 Are naturalistic observations of people without obtaining their informed consent ethically acceptable? Explain your answer.
7 Describe three advantages and three limitations of observational studies.
8 Complete the following table.

<table>
<thead>
<tr>
<th>Observational study</th>
<th>Structured vs Unstructured</th>
<th>Naturalistic vs Contrived setting</th>
<th>Participant vs Non-participant</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a) A teacher concerned about the unsafe behaviour of students at the school's bus stop at the end of the school day organises an observational study. Observations will be made from a nearby classroom with reference to a checklist.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(b) Trainee counsellors will be assessed while they conduct consultations with each other, taking turns to be the counsellor then the client. All assessments will be conducted in a room at the university set up for that purpose. The course leader will video record each session and a criteria sheet will be used to guide feedback to trainees.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(c) The captain of the school's senior hockey team will analyse the players' communication styles during an upcoming match.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(d) A researcher will record the number of drivers who obey a give way sign at a roundabout.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(e) Researchers will compare the behaviour of AFL football spectators who sit behind the goals with those who sit in a grandstand. Observations will target the number of comments directed at umpires and players (but not the content).</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Self-reports
For some topics of research interest, it is best to ask people about their thoughts, feelings or behaviour.
For example, a researcher may be interested in studying what people dream about, how often they have nightmares, what strategies they use to learn and recall different types of information for an exam, thoughts and feelings that accompany a stressful experience, why people jump queues, why people with a spider phobia react as they do when they see a spider, or what people do to cope with the fear or anxiety triggered by a phobic event. To ask people how they think, feel or behave when conducting scientific research involves using a technique that will prompt self-reports.

A self-report is the participant's written or spoken responses to questions, statements or instructions presented by the researcher. For example, a self-report may take the form of answers about nightly habits before going to bed, to statements in a seven-point rating scale measuring anxiety, or a participant's diary records kept in response to a researcher's specific request (such as the sleep diary records described on page 00).

Questionnaires, interviews and rating scales are the most commonly used self-report methods. All use questions or statements requiring participant responses, but they are often distinguished in terms of how the questions or statements are asked and answered. For example, a questionnaire usually involves asking and answering questions in writing,
whereas an interview usually involves asking and answering questions orally. However, this is not a fixed ‘rule’. Sometimes, a researcher may prefer to orally ask the questions in their questionnaire.

Although questionnaires, interviews and rating scales can be used exclusively or in combination to collect self-reports, they are also commonly used to collect additional data as a part of research studies using other methods, such as experiments, case studies and observational studies.

**Questionnaires**

A questionnaire is a written set of questions designed to draw out self-report information from people on a topic of research interest. It has a structured format and the questions are usually answered by participants in writing, at their own pace and without supervision.

Questionnaires are most often used when responses are required from a large number of participants; for example, as part of a survey. They are an efficient way of collecting self-reports because a researcher can administer the questionnaire via surface mail, over the phone, the internet, or at the same time to a group who are located in the one place, such as in a school or workplace.

By guaranteeing anonymity to participants, written questionnaires can be a useful way of collecting self-report data that people are not willing to disclose publicly, such as ambitions, motivations, fantasies, sexual behaviour, gambling behaviour, addictive behaviour, socially unacceptable behaviour and illegal behaviour.

**Interviews**

An interview usually involves questions that are asked by the researcher with the aim of obtaining self-report information on a topic of research interest. The categories of response are focused but not necessarily predetermined.

Interviews are most often conducted with individuals, in a face-to-face meeting or sometimes by phone. They usually require spoken answers to questions and are rarely used with very large samples as data collection would require a considerable amount of time. Interviews are usually recorded by audio or video tape, or notes. Unlike questionnaires, which are usually structured, interviews may be structured, unstructured or semi-structured (National Health and Medical Research Council [NHMRC], 2007).

In a structured interview, the participant (or ‘interviewee’) is asked specific, predetermined questions in a controlled manner. The most structured interview is when the interviewer simply asks a set list of closed-ended questions and records the participant’s answers. The interviewer follows a script and the questions are read out from a list in a neutral manner with no comments or cues. This is done to ensure that all participants are treated in the same way and thereby help maintain standardised procedures. A less structured interview may use open-ended questions, but the researcher will follow a script and ask a set list of questions to ensure consistency across all participants.

In an unstructured interview, the researcher has an overall aim of what data should be collected, but the interview is driven by the participant and there is a spontaneous generation of questions in the natural flow of interaction with the participant. There is also freedom of discussion and interaction between interviewer and participant. For example, the interviewer may ask additional questions to follow up on a participant’s response. This means that questions asked in an unstructured interview can vary widely from participant to participant (NHMRC, 2007).

A goal of unstructured interviews is to allow people to describe their thoughts, feelings and behaviour in their own way using their own terms and to give more or less emphasis to relevant issues. This is different from structured interviews (and questionnaires) for which participants have to use the questioner’s terms and concepts to describe how they think, feel or behave. However, this also means that the data collected through unstructured interviews is much more detailed, has far less structure, and is therefore more difficult to analyse, summarise and describe for reporting purposes.

In a semi-structured interview, the researcher uses an interview guide listing a set of issues to be explored. The researcher aims to cover all issues but there are no set questions to be asked. As with the unstructured interview, there is a spontaneous generation of questions through interaction with the participant (NHMRC, 2007).
Rating scales

A rating scale uses fixed-response questions or statements for which participants rank (‘rate’) each item by selecting from a number of choices. They may be used to get data on any behaviour or mental process about which a participant can provide information.

For example, participants may be asked to rate their level of fear or anxiety when making an oral presentation to a large group, how often they use social media just before going to sleep, how often they remember a night dream on awakening, their tiredness after completing homework on a weeknight, their confidence before sitting a test for which they have done the right amount of study, or their attitude to racist comments by competitors in sports matches. The series of questions or statements to which participants respond are usually related as they have been devised by the researcher for the topic or issue under investigation.

Responses are typically assigned numerical values that enable answers to be quantified (converted to numbers) for summary, analysis and interpretation. The rating scale is not unlike a multiple choice test, but the answer options represent levels or degrees of a particular characteristic.

The best known and most commonly used rating scale is the Likert scale. This consists of about 20 questions or statements to which the participant responds using a five-point scale. It is most commonly used to measure attitudes. For example, in a study on attitudes to refugees and asylum seekers who reach Australia by boat rather than conventional means, a Likert scale statement could be ‘Refugees and asylum seekers arriving by boat on Australian shores should be imprisoned until background checks can be completed. Participants may then be required to rate their answers by selecting one response from five options ranging in strength, such as strongly agree, agree, neither agree nor disagree, disagree or strongly disagree.

Researchers have several choices in selecting how answers should be indicated on the five-point scale — for example, ticking or crossing a blank space, circling a number or underlining a response. Each of the responses has a numerical value (e.g., from 1 to 5) and the respondent's attitude is defined as the sum (total) of these values. A Likert scale for measuring attitudes towards illegal drugs could include statements such as those shown in box 1.12.

When developing a Likert scale, half the attitude statements are worded in a positive way and half are worded negatively. For statements 1, 3 and 5, the answers would be scored as follows: SA = 1, A = 2, N = 3, D = 4 and SD = 5. For questions 2, 4 and 6, the answers would be scored in reverse: SA = 5, A = 4, N = 3, D = 2 and SD = 1. In a true Likert scale, however, positive and negative statements are distributed in a random order. Box 1.13 has an example of a 7-point Likert scale with statements in a random order. For this scale, the higher the score the greater the level of anxiety experienced in a romantic relationship.

When a respondent has completed the Likert scale, all of the responses are scored and a total is calculated. The result is a score on the attitude. Generally, the higher the score, the more positive or favourable the attitude. Box 1.14 describes how to construct a Likert scale.
**BOX 1.11**

**Free-response and fixed-response questions**

When using a questionnaire or interview to collect self-report data, the researcher may choose to use free-response and/or fixed-response questions.

*Free-response (or open-ended) questions* require participants to describe their thoughts, feelings or behaviour ‘freely’ in their own words. For example:

‘What are you thinking?’
‘How do you feel when stressed?’
‘How do you usually react when this happens?’

These kinds of open-ended questions enable participants to provide detailed responses without being restricted to giving answers that fit into predetermined categories (such as those of fixed-response questions). Furthermore, free-response questions enable the researcher to ask questions of clarification or follow-up questions as participants give information about the thoughts, feelings or behaviour under investigation.

With this, however, comes a limitation. Answers to free-response questions are often difficult to summarise or score. This makes it harder for researchers to statistically analyse, describe and interpret the data collected. Scoring or interpreting the responses also requires subjective interpretation by the researcher. Consequently, the scoring and interpreting of responses are susceptible to the biases and expectations of the researcher; that is, experimenter effects.

To avoid or overcome these limitations, researchers often ask fixed-response questions, which are more objective (and enable quantitative data to be collected). *Fixed-response (or closed) questions* typically require participants to select their response from a number of ‘fixed’ alternative responses. For example:

‘Do you dream in colour?’ Yes, No, Not sure
‘How often do you remember your dreams on awakening?’ Always, Often, Sometimes, Not often, Never

‘How much time does it usually take to fall asleep when you go to bed at night?’ 0–10 minutes, 11–20 minutes, 21–30 minutes, 31–60 minutes, 1–2 hours, More than 2 hours

Answers to fixed-response questions are usually easier to interpret than are answers to free-response questions. In addition, because fixed-response questions provide specific alternatives from which the participant chooses, the researcher can accurately and concisely summarise and describe the responses numerically. For example, a ‘0–10 minutes’ response to the question about time taken to fall asleep can be assigned a score of 1, ‘11–20 minutes’ a score of 2, and so on. Furthermore, the same scores can be reliably assigned to all other participants who give these responses and all responses can be efficiently analysed, described and interpreted using statistical procedures and tests.

**Figure 1.54** Researchers conducting surveys often use a questionnaire to collect self-report data from a large number of people in a relatively short period of time.

**BOX 1.12**

**Sample items in a Likert scale for measuring attitudes towards illegal drugs**

Circle your response to each statement below.

1. The use of illegal drugs is a major social problem in Australia today.
   - SA = Strongly agree, A = Agree, N = Neither agree nor disagree, D = Disagree, SD = Strongly disagree

2. There should be no restrictions on using illegal drugs as long as the individual using them does not harm anyone else.
   - SA = Strongly agree, A = Agree, N = Neither agree nor disagree, D = Disagree, SD = Strongly disagree

3. Laws should be strictly enforced regarding the use of illegal drugs.
   - SA = Strongly agree, A = Agree, N = Neither agree nor disagree, D = Disagree, SD = Strongly disagree

4. It is an invasion of privacy when law enforcement authorities search people suspected of carrying illegal drugs.
   - SA = Strongly agree, A = Agree, N = Neither agree nor disagree, D = Disagree, SD = Strongly disagree

5. Individuals using illegal drugs should be punished severely.
   - SA = Strongly agree, A = Agree, N = Neither agree nor disagree, D = Disagree, SD = Strongly disagree

6. In the privacy of their own homes, individuals should be allowed to use any illegal drug they desire.
   - SA = Strongly agree, A = Agree, N = Neither agree nor disagree, D = Disagree, SD = Strongly disagree
BOX 1.13

Likert scale to measure anxious attachment in a romantic relationship

Please rate your agreement with each of these statements using a 1 to 7 scale, with 1 meaning ‘disagree strongly’ and 7 meaning ‘agree strongly.’

1. I’m afraid that I will lose my partner’s love.
2. I often worry that my partner will not want to stay with me.
3. I often worry that my partner doesn’t really love me.
4. I worry that romantic partners won’t care about me as much as I care about them.
5. I often wish that my partner’s feelings for me were as strong as my feelings for him or her.
6. I worry a lot about my relationships.
7. When my partner is out of sight, I worry that he or she might become interested in someone else.
8. When I show my feelings for romantic partners, I’m afraid they will not feel the same about me.
9. My romantic partner makes me doubt myself.
10. I find that my partners don’t want to get as close as I would like.


BOX 1.14

How to construct a Likert scale

The following steps enable you to construct a Likert scale to collect quantitative data for your own research on an attitude. Although your scale is likely to be a useful measure of an attitude, it will not be valid or reliable. This means that you will have to be careful with the conclusions you draw from the results obtained.

**Step 1**
Identify an attitude towards an object, group, issue or event of interest or importance to you.

**Step 2**
Write a list of different aspects of the attitude topic. For example, the Likert scale on illegal drugs must consider aspects such as crime, punishment, civil liberties, privacy laws and impact on Australian society. If you have difficulties in generating a list, you may find it helpful to discuss your topic with others.

**Step 3**
Use your list to develop a group of attitude items (questions or statements) on the topic. Although Likert scales usually contain about 20 items, you should consider a scale based on about six or eight items. Generally, the list should consist of items which deal with different points of view on the topic. Consider the following guidelines for writing Likert scale items:

- Write items that are unlikely to be agreed with by everyone or no-one. About half of your items should be favourable towards the topic and the other half unfavourable. The more effective items will be those that tend to push respondents towards the strongly agree or strongly disagree ends of the scale. Try to avoid including items which are neutral and likely to cluster responses in the uncertain category (that is, ‘neither agree nor disagree’).
- Use simple, clear language that is suited to the experience, age, and cultural and educational background of the participants whose attitudes you are measuring.
- Write your items in such a way that they are unambiguous and only one interpretation is possible.
- Write each item so it contains only one complete idea.
- Avoid using words such as ‘all’, ‘always’, ‘none’ and ‘never’.

**Step 4**
When you have written your items, trial (‘test’) them with people who will not be a part of your sample but who have personal characteristics in common with those likely to be in your sample. This will assist you to identify problems with your items which you may not have noticed.

- Form your items into a list, with columns for respondents to indicate whether, and to what extent, they agree or disagree with each item. Randomly distribute positive and negative items in the list to avoid a pattern of responses.
- Present the items in a questionnaire format. The questionnaire should have a short introduction that includes instructions for respondents. For example: ‘Here is a list of statements about . . . Please read each statement quickly but carefully, then indicate whether you agree or disagree with each one by putting a circle around: SA = Strongly agree
  A = Agree
  N = Neither agree nor disagree
  D = Disagree
  SD = Strongly disagree.’

**Step 5**
- Make several copies of your questionnaire and test your questions again by asking two or three people with similar backgrounds to those in your sample to rate each response.
- Determine their scores for each response and then calculate their score for the entire scale. Score responses by allocating 1 for the most negative response, through to 5 for the most positive response for each item.
- Analyse the responses to determine which items you should include in the final scale. The best items are those that have a very high or very low relationship with the total score for all items. You may wish to rewrite or even replace items that seem to cluster responses in the neutral/unsure category.


**eBook plus**

_Weblink_
Survey Monkey to create free online self-report tools

CHAPTER 1 Research methods in psychology 65
Advantages and limitations of self-reports

Self-reports such as questionnaires, interviews and rating scales are widely regarded as useful techniques for collecting any type of data on how people think, feel and behave. In particular, they can be an efficient means of collecting data from a large number of people in a relatively short period of time.

By guaranteeing anonymity, questionnaires in particular, provide a means of collecting self-report data on ‘sensitive’ or controversial topics that many people are not willing to disclose publicly, such as in an unstructured oral interview. However, like other self-reports, they rely on the assumptions that people are actually willing to answer all questions and that they will give accurate answers. We cannot always reliably recall or communicate information about how we think, feel or behave.

Another limitation of self-reports is social desirability. People may intentionally give false or misleading answers to create a favourable impression of themselves. For example, with socially sensitive issues such as attitudes to asylum seekers, Aboriginal land rights, the death penalty and cruelty to animals, people sometimes give socially desirable responses instead of reporting their true attitudes. They want to appear likeable, to have a ‘social conscience’, or to look good, so they present attitudes which encourage others to see them in a positive way.

Alternatively, the participants may be embarrassed to report their true attitudes or feelings, especially for very personal topics. Furthermore, in self-reports based on interviews, the interview situation may be a source of an experimenter effect whereby the interviewer’s personal biases and prejudices influence how questions are asked and how the respondent answers them.

Even when researchers make careful use of random sampling, they need to consider the possibility of a type of sampling bias known as non-response bias. For example, if only a small percentage of randomly sampled people agree to respond to a questionnaire, it is quite likely that those who did respond will be different than those who refused or did not bother to participate.

Self-reports are language dependent so there are limitations when used with young children, adults with English speaking backgrounds but with weak literacy skills, people from non-English speaking backgrounds who have yet to learn English well (unless translated) and some people with a severe intellectual disability. Generally, they are best used with people who have well-developed language skills, although interpreters and skilful interviewing can help overcome communication barriers.

When comparing the advantages and limitations of different self-reports, it is important to take account of the type of data that will be collected and the type of question used. Generally, questions that allow free, open-ended descriptive responses (a type of qualitative data) give answers that are richer in detail. However, these responses are often difficult to summarise and statistically analyse. Questions with scoreable fixed responses (a type of quantitative data) enable more precise and efficient statistical summaries and analyses.

**Figure 1.55** Self-report methods of data collection provide useful information about how people think, feel and behave. However, they rely on participants having well-developed language skills and being able to accurately recall and state the information required of them.
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Review questions

1. What are self-reports?
2. Complete the following table to summarise three methods of collecting self-report data.

<table>
<thead>
<tr>
<th>Self-report</th>
<th>Description</th>
<th>Advantages</th>
<th>Limitations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Questionnaires</td>
<td>Structured</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Interviews</td>
<td>Semi-structured</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rating scales</td>
<td>Unstructured</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

LEARNING ACTIVITY 1.23

Media analysis of psychological research reporting

Locate a newspaper, magazine or internet article that reports psychological research. Make a copy of the article so that it can be presented on an A3 sheet of paper or within PowerPoint. If required, reduce the size of the article but ensure it is still legible.

Using point form and lines, arrows or shapes to or around relevant information, complete the following tasks on the article.

1. Identify the research method used to collect data.
2. Suggest a possible research hypothesis if not stated.
3. Identify the data type(s) collected e.g. qualitative, quantitative.
4. Identify the sample and sample selection procedure (if stated).
5. (a) Outline the main finding(s) of the study reported in the article.
   (b) Comment on information that should have been included in the report to enable the reader to judge the accuracy of the reported findings.
6. Suggest a potential limitation of the research, taking account of possible sources of bias and potential extraneous and confounding variables.

TYPES OF DATA

All psychological research involves collection of information. In research, the information which is collected is called data. The data is empirical evidence that will form the results of the study and be the basis of the conclusions that will be made. Empirical evidence is data collected through formal observations and/or carefully controlled experiments.

Data can take different forms. The type of data collected is determined by the specific kind of research method used. For example, questionnaires and interviews often provide data in the form of words, whereas data collected in experiments is usually provided in the form of numbers. There are many ways of classifying data. We consider the distinctions between primary and secondary data and qualitative and quantitative data in relation to psychological research.

Primary and secondary data

Primary data is data collected directly by the researcher (or through others) for their own purpose, usually to test a hypothesis. It is collected from the source and is sometimes described as ‘first hand’. For example, you will collect primary data when you undertake an experiment to test a research hypothesis for the practical investigation which is one of the Unit 4 SACs. With self-reports, the primary data will be the participants’ responses. Their original responses may also be called raw data because they have not been processed. Raw data is a type of primary data.

When you summarise your data as a table or convert it to percentages, it will still be primary data because you are the researcher who collected and processed it. You have also retained control over it. When someone else accesses your primary data, you lose control over it because they can manipulate or use it in whatever way they want for their own purpose. It will be secondary data for the other person.

Secondary data is data that has been collected by someone other than the original user for their own purpose. It has been collected by some other individual or organisation and will not be used for the first time, which is why it is referred to as ‘secondary’ (like second-hand). For example, if you access data in a journal, book or at a website to complete a learning activity or SAC, then you will...
be using secondary data. The Australian Bureau of Statistics is a widely used source of secondary data, as are the results reported by researchers in journal articles.

The main difference between primary and secondary data is in who collects the original data. Both types of data have their advantages and limitations. Primary data offers tailored information sought by the researcher to test a hypothesis on a topic of their choosing. To the researcher, there is little doubt about the quality of the data collected. They are also responsible for the quality of their data, but it can be time-consuming to collect and process.

Secondary data tends to be readily available and can usually be accessed in less time, especially if you know where and how to look. There can be uncertainty about its quality because it was collected for another purpose and there is often a need to comb through it to find what you’re looking for.

Qualitative and quantitative data
Primary and secondary data may be qualitative or quantitative. The majority of studies referred to in this text use quantitative data. This reflects the preference for quantitative data in most psychological research.

**Qualitative data** is information about the ‘qualities’ or characteristics of what is being studied. They are descriptions, words, meanings, pictures and so on. It can describe any aspect of a person’s mental experiences or behaviour; more specifically, what something is like or how something is experienced.

Qualitative data could be in the form of written or verbal comments by participants, audio or video recordings, or notes of participants’ comments made by the researcher. Anything a person thinks, feels or does can be a source of qualitative data. For example, a researcher may collect and analyse drawings in order to study what the onset of menstruation is like for adolescent girls (Banyard & Grayson, 2000).

Alternatively, a researcher may conduct research on the advantages and limitations of government-funded mental health services provided over the internet and telephone. The researcher may collect data by conducting interviews or holding small-group discussions with individuals who have recently used one or more of these services. Participants may be asked to give examples of when they have used a service and describe their experience without any constraint, other than occasional questions by the researcher to ensure their responses are relevant, have enough detail and have been clearly understood.

**Quantitative data** is numerical information on the ‘quantity’ or amount of what is being studied; that is, how much of something there is. This type of data is usually expressed in the form of units of measurement or numbers, such as raw scores,
percentages, means, standard deviations and so on. For example, the height or age of a participant is considered as quantitative data as both of these characteristics can be expressed in units of measurement (centimetres or years). Similarly, the percentages of participants who respond with ‘Agree’ or ‘Disagree’ to interview questions, or the mean time taken to solve a problem in an experiment, are quantitative data.

All types of mental experiences and behaviours can be described in quantitative terms, as quantities or numbers. For example, a survey question might ask participants to use a five-point scale to rate the level of stress caused by different events or the effectiveness of different stress-management strategies. Psychologists use many different tests to measure various mental processes and behaviours and most of these also provide quantitative data.

There are tests to measure intelligence, personality traits and all kinds of aptitudes, interests and abilities. Answers are often totalled to yield a score that can be interpreted and applied to the person or group who did the test. Similarly, data collected by devices used to record the electrical activity of the brain when awake or asleep are measurements and numerical values that are best described as quantitative data.

Although different, quantitative and qualitative data are not mutually exclusive and are not often used separately. Qualitative data are typically expressed in the form of words, but they can be converted into a quantitative form. For example, participants’ responses to open-ended interview questions about their thoughts and feelings when they are anxious could be summarised as numbers based on the frequency (‘how often’) or intensity (‘how strong’) with which certain feelings are reported.

The majority of studies referred to in this text use quantitative data rather than qualitative data. This reflects the preference for quantitative data in most psychological research. Generally, psychologists tend to prefer quantitative data because using numbers increases the precision of results and the ease with which the results can be communicated. Quantitative data also enables more precise and detailed analysis through the use of statistical procedures and tests. These are also the reasons why qualitative data are often converted into quantitative data.

**BOX 1.15**

**Objective and subjective data**

The terms ‘objective’ and ‘subjective’ are also used to refer to the way that data are collected and the way they are described and explained.

**Objective data** is information that is observable, measurable, verifiable and free from the personal bias of the researcher. For example, the data can be seen, heard or touched (observable), counted or precisely described (measurable), could be confirmed by another researcher (verifiable) and is factual (free from personal bias). All scientifically conducted investigations target collection of objective data.

Data collected through a strictly controlled experiment in which observations and measurements are planned, precise and systematic is considered objective. So is data collected using an assessment device that yields a score, such as an intelligence or personality test.

Automated and mechanical devices can also be used to collect objective data. For example, an instrument that shows underlying physiological activity in measurable form, such as an EEG which records brain wave activity, provides objective data (see figure XX on page 000).

Sometimes researchers collect information about behaviour or mental processes that cannot be directly observed; for example, sexual behaviour or criminal acts. In these cases, researchers tend to rely on self-reports — participant responses to questions asked by the researcher. This information will be subjective.

**Subjective data** is information that is based on personal opinion, interpretation, point of view or judgment. Unlike objective data, this data is determined by the research participants and often cannot be verified by the researcher. It is often biased, can vary from person to person, day to day from the same person, and is not always entirely accurate. When using subjective data, researchers assume that participants are honest, can accurately recall what they are asked to describe and are able to give detailed accounts about their thoughts, feelings or behaviour.

Although subjective data may be more detailed than that available from more scientifically rigorous methods under controlled conditions, it tends to be difficult to interpret accurately when compared with objective data (which is usually quantitative).
LEARNING ACTIVITY 1.24

Review questions
1  Define and distinguish between the following data types with reference to examples that are not used in the text.
   (a) primary and secondary
   (b) qualitative data and quantitative
2  Complete the following table.

<table>
<thead>
<tr>
<th>Research investigation</th>
<th>Primary (P) or Secondary (Q)</th>
<th>Qualitative (Ql) or Quantitative (Qn)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a) A researcher compares the detail in paintings by people with a phobia and people with schizophrenia</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(b) A researcher compares the differences in visual perceptual abilities of kittens with and without damage to the visual cortex in the brain</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(c) A researcher observes how much time male and female adolescents take to get ready for a deb ball</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(d) A researcher reviews a YouTube mini-documentary showing participant responses during an experiment on the effects of playing violent video games</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(e) A researcher uses diary records kept by people hospitalised with a mood disorder to study their mental experiences</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(f) A researcher compares how infants who can walk independently respond when left alone with a stranger in a laboratory setting with infants who can crawl but are unable to walk independently</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(g) A researcher analyses the emotional content of a blog on the ethics of animal research</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(h) A researcher analyses participant scores on a test of recall in a study on long-term memory decline and ageing</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

ORGANISING, PRESENTING AND INTERPRETING DATA

When data has been collected to test a hypothesis, the researcher must decide whether the results support or do not support the hypothesis. The researcher must also draw a conclusion(s) relating to the hypothesis. This conclusion(s) must be based on the results obtained and limitations of the conclusions should be identified, described and explained. Reasons must be suggested about why the particular results were obtained and what they mean, including whether they can be applied to other similar situations. In addition, suggestions for further research and evidence are often made. Researchers use statistics to analyse (‘break down’) and describe the data they collect. They also use statistics to help interpret (‘make sense of’) the results obtained from the research.

Statistics are essentially mathematical procedures. Two main types of statistics are used in psychology. Descriptive statistics are used for analysing, organising, summarising and describing results. If you have ever plotted a graph or calculated a percentage, you have already used descriptive statistics. Inferential statistics are used for interpreting and giving meaning to the results. Like descriptive statistics, inferential statistics involve the use of mathematical procedures.

However, unlike descriptive statistics, inferential statistics involve judgments about the results.

**Descriptive statistics**

Suppose that a researcher is interested in whether memory declines with age. In order to investigate this, some previously unseen information may be given to ten 10-year-olds, ten 25-year-olds, ten 40-year-olds, ten 55-year-olds, ten 70-year-olds and ten 85-year-olds. The research participants would be required to learn the information and then complete a memory test so that their memory could be assessed. In all, there would be 60 bits of data (test scores) about the memory of participants in different age groups. How could the researcher make sense of all these different bits of information so that meaningful conclusions about memory and age might be drawn?

The first step would be to use descriptive statistics to analyse, organise, summarise and describe the data so that it can be interpreted. It is difficult to draw conclusions about whether memory declines with age by looking at 60 individual scores (see table 1.6). Thus, in order to compare the memory scores of the six different age groups to determine whether there has been a decline in memory with age, the data for each age group could be summarised and presented like that in table 1.7.
The table provides some order to the data by organising the individual scores into age groups, but comparison of scores across the different age groups is still difficult so Table 1.6 is not particularly useful (nor suitable for inclusion in a report).

### Table 1.6 Individual participant scores on a test of memory

<table>
<thead>
<tr>
<th>Age (years)</th>
<th>Participants’ scores</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>14, 11, 9, 10, 15, 16, 14, 12, 13, 11</td>
</tr>
<tr>
<td>25</td>
<td>14, 16, 16, 18, 13, 17, 14, 15, 17, 8</td>
</tr>
<tr>
<td>40</td>
<td>17, 15, 12, 16, 19, 10, 18, 14, 13, 18</td>
</tr>
<tr>
<td>55</td>
<td>10, 18, 13, 14, 15, 14, 12, 19, 12, 10</td>
</tr>
<tr>
<td>70</td>
<td>13, 10, 12, 16, 7, 15, 9, 12, 11, 8</td>
</tr>
<tr>
<td>85</td>
<td>6, 14, 12, 10, 11, 9, 16, 10, 8, 13</td>
</tr>
</tbody>
</table>

To better enable the scores from different age groups to be compared, a single number that summarises the data for each age group could be calculated. For example, the researcher could calculate the mean score on the memory test for each age group. The mean scores could be used to describe the ‘average’ performance on the memory test for each age group and would enable the researcher to compare the different age groups, as shown in Table 1.7. A graph such as a bar chart could also be prepared to visually represent the results, as shown in Figure 1.59. Generally, the specific type of descriptive statistic used depends on the kind of research and on the type of data collected. Some descriptive statistics are more suited to particular research and data than others.

### Table 1.7 Mean scores for each age group on a test of memory

<table>
<thead>
<tr>
<th>Age (years)</th>
<th>Mean scores</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>12.5</td>
</tr>
<tr>
<td>25</td>
<td>14.8</td>
</tr>
<tr>
<td>40</td>
<td>15.2</td>
</tr>
<tr>
<td>55</td>
<td>13.7</td>
</tr>
<tr>
<td>70</td>
<td>11.3</td>
</tr>
<tr>
<td>85</td>
<td>10.9</td>
</tr>
</tbody>
</table>

In this section we consider the descriptive statistics specified for study in VCE Psychology. We start with tables and graphs. Note that this textbook uses its publisher’s conventions for tables and graphs, not the conventions used in psychology for formal research reports.
When there is a large number of scores, it is often useful to organise the scores into class intervals, then total the number of scores for each class interval. The class interval can be any size within the range of scores, but the size of each class interval should be consistent across all scores. Intervals of five or ten units are typically used. If an interval of five is used (as in Table 1.8), then the difference between one interval and the next is five; that is, 0–4, 5–9, 10–14, and so on.

Note that the labelling of the table (e.g. its title and headers) is just as important as its contents. Some conventions ('standards'), for tables used in psychology are:

- All tables should be numbered e.g. Table 1, Table 2.
- Each table should have an individual title that is italicised (except the word ‘Table’ and its number) and has each word in the title capitalised (except words such as ‘for’, ‘of’, ‘in’, ‘and’, ‘with’).
- The title should be a clear statement that explains what the table is about without being too long, e.g.

**Individual Participant Scores on a Test of Memory**
- The table number and title should be on separate lines with the table number above the title e.g.

Table 1

**Individual Participant Scores on a Test of Memory**

- Each column should be identified using a descriptive header.
- The first letter of each header in the table should be capitalised.
- The reader should be able to quickly work out what the table is about and comparisons of data should be easy to make.
- In the research report, essay or other document, the word table is capitalised whenever referring to it, e.g. as shown in Table 1.

**Graphs**

A **graph** is a pictorial representation of data. Graphing or plotting data typically involves the use of two lines (axes) drawn at right angles to one another. The horizontal line is the X axis and the vertical line is the Y axis. The point where the axes intersect is called the origin (0). Generally, the frequency (e.g. the number of cases or amount of something) is plotted on the Y axis. The unit of measurement (e.g. time, weight) is plotted along the X axis. When plotting data from an experiment, the IV is represented on the horizontal axis and the DV is represented on the vertical axis.

Graphs are best used to show patterns or trends in the data collected; for example, how often a response is made, how aspects of behaviour change over time or as a research participant’s experience changes.

Various types of graphs display data in different ways. The kind of graph used depends mainly on the type of data collected and what needs to be displayed. Among the more commonly used graphs in psychology are bar charts and line graphs. In psychology, graphs are more formally referred to as ‘figures’ (along with drawings, photos and any type of illustration).

As with tables, there are conventions for presenting graphs. These include:

- All graphs should be consecutively numbered e.g. Figure 1, Figure 2.
- Each graph should have an individual title. The title is not italicised, but the word Figure and its number are e.g. Figure 1. Reaction time of each age group.
- The title should be a clear statement that explains what the graph is about without being too long.
- The number and title are both on the same line and shown below the graph.
- Both the horizontal and vertical axes must be labelled clearly and indicate what is plotted.
- The reader should be able to quickly work out what the graph is about.

**Bar charts**

A **bar chart** is a graph which uses a series of discrete (separate) bars or rectangles adjacent (next) to, but not touching one another, to enable comparisons of different categories of data, as shown in Figure 1.60. The bars can be positioned horizontally or vertically. One axis is used to show the types of categories (e.g. age, sex, type of response) and the other axis is used to show the frequency with which each category occurs (e.g. how often, how much).
One important feature of a bar chart is that each of the categories shown in the graph is separate and there is no continuation between one category and the next; for example, there would be separate bars for data about female participants’ responses and male participants’ responses. Each bar is the same width and has a small space between it and the next bar.

In addition, the bars can start from either the x-axis (vertically) or from the y-axis (horizontally). Sometimes a bar graph is used to represent values from two categories; for example, scores obtained by age group (e.g. amount of time to solve a problem) and by sex. This is shown in figure 1.61a. The data for two categories can also be presented within a single bar. This is shown in figure 1.61b.

**Line graphs**

A line graph uses points connected by lines to show the relationship between two variables in an experiment; for example, the number of hours of sleep a person has had and their performance on a speed and accuracy test (e.g. matching symbols with numbers). The IV is usually plotted on the horizontal (x) axis, with the numerical value of the data increasing as you go along this horizontal axis from left to right.

A line graph that describes the relationship between amount of sleep obtained and test performance would list the amount of sleep in hours on the x-axis in intervals; for example, beginning at zero, then one, two, three, four hours and so on. One important feature of a line graph is that the variable plotted on the x-axis is continuous; that is, a series of progressively increasing values can be listed.

The vertical (y) axis usually has the DV (i.e. the measure of performance) plotted along it. A line graph that described the data from the experiment on the amount of sleep obtained and test performance would record the test scores (e.g. a total correct score or number of errors) along the y-axis in intervals, beginning at zero (see figure 1.62).

Various points on a line graph represent the score on one axis that corresponds with a value on the other axis. The intersecting point can represent a corresponding IV/DV score on the two variables by one research participant, or the mean score of a group of participants.

**Figure 1.61** Two bar graphs showing different ways of presenting data on time taken to solve a problem by males and females of different ages.

**Figure 1.62** A line graph showing the results of an experiment investigating the effect of amount of sleep (IV) on performance on a speed and accuracy test (DV).
What research methods and key science skills are used in VCE Psychology?

### BOX 1.16

**Histogram and pie chart**

*Box background* 

A histogram is like a bar chart but the bars are drawn so that they touch each other because the data are continuous.

![Histogram](image)

**FIGURE 1.63** An example of a histogram

A pie chart shows the proportions of scores, values, or cases within a set of data. The differences between the categories in a set of data are represented by different-sized ‘slices of pie’. This type of graph is best used to compare different parts of the same whole.

![Pie chart](image)

**FIGURE 1.64** An example of a pie chart showing relaxation techniques used by participants when alone

---

**Percentages**

Suppose you conduct an observational study to find out whether boys are more aggressive than girls during lunch time in the prep area of the school grounds at a local primary school. You want to obtain quantitative data, so you work out a list of observable behaviours that you consider to be aggressive, such as pretend fighting and intentional pushing or shoving.

Whenever you see a boy or girl demonstrating one of the aggressive behaviours on your list, you record your observation with a tick and shift your attention to another child. Of the 25 boys you observe, six use an aggressive act and are therefore judged as aggressive, and four of 16 girls observed are judged as aggressive.

On the basis of these results, more boys than girls were aggressive. However, more boys than girls were also observed. In order to reach a conclusion, you need to work out whether 6/25 is more than or less than 4/16. This can be achieved by calculating the percentages of boys and girls who were aggressive, then making a comparison.

Suppose you conduct an observational study to find out whether more Year 7 boys engage in disruptive behaviour in the classroom than do Year 7 girls. You want to obtain quantitative data, so you work out a list of observable behaviours that you consider to be disruptive in the classroom. Your list includes behaviours such as distracting other students, calling out in class and being out of the seat without permission.

You observe two different classes from a store room at the back where you have concealed your presence. Whenever you see a boy or girl demonstrating one of the disruptive behaviours on your list, you record your observation with a tick and shift your attention to another child. Of the 25 boys you observe, six engage in a disruptive behaviour and four of 16 girls observed are disruptive on at least one occasion.

On the basis of these results, more boys than girls were disruptive at least once. However, more boys than girls were also observed. In order to reach a conclusion, you need to work out whether 6/25 is more than or less than 4/16. This can be achieved by calculating the percentages of boys and girls who engaged in disruptive behaviour, then making a comparison.

A percentage is a descriptive statistic that expresses a number as a proportion (or fraction) of 100. The term *per cent* means ‘per hundred’, or ‘for every hundred’. It is shown using the per cent sign (%). For example, 65% is equal to 65/100 and means 65 parts out of 100; 100% of something means all of it. A percentage is calculated using the formula:

\[
\% = \frac{\text{subtotal}}{\text{total}} \times 100
\]
It is easy to calculate a percentage when the original amount is 100. For example, if you complete a 100 item speed and accuracy test and correctly answer 90 items within the time limit, then your percentage score is:

\[
\text{percentage score} = \frac{90}{100} \times 100 = 90\%
\]

For the data obtained in the observation study described above:

- **boys**: \( \frac{6 \times 100}{25} = 24\% \)
- **girls**: \( \frac{4 \times 100}{16} = 25\% \)

This means that the proportion of boys (calculated 'out of 100') who were disruptive in the classroom is slightly less than the proportion of girls. The main problem in making a comparison of the boys and girls based on the raw data is that the two groups were of unequal size. Calculating a percentage for each group overcame this problem and enabled comparison of the scores for boys and girls.

Percentages are commonly used in psychology to describe data; for example, scores on a test, categories of scores, changes or trends in scores, the percentage of people who respond in a particular way (such as correct or incorrect, agree or disagree, do something or do not do something) and the percentage of people in a sociocultural group (such as gender, age, educational qualifications, country of birth and language spoken at home).

**Mean as measure of central tendency**

Data are often summarised by determining a single numerical score that can describe the data for the whole group(s). This score, called a **measure of central tendency**, indicates the 'central' or 'average' value in a set of scores. When a measure of central tendency is calculated, it often provides a typical score for a set of scores. The mean is the most commonly used measure of central tendency.

The **mean** is the arithmetical average of all the individual scores (or measures) in a set of scores. It is calculated by adding together all the scores and dividing the total by the number of scores. For example, if ten rats were put into a maze, the length of time (in seconds) it might take each rat to reach the end of the maze could be as listed below:

26, 17, 21, 18, 12, 17, 18, 24, 25, 17

The mean (\( \bar{X} \)) score for the group is calculated by adding the individual scores together (\( \Sigma = 195 \)), then dividing the total by the number of individual scores (\( N = 10 \)). In this example, the mean is 19.5 seconds.

When scores in a data set cluster closely around a central score, the mean is a fairly accurate indicator of the typical score. It is representative of the scores. If, however, the scores are widely spread, unevenly distributed or cluster around extreme values, then the mean can be misleading (e.g. a few high values may inflate the mean).

**Standard deviation as a measure of variation around the mean**

Suppose that two psychology teachers discussed the abilities of their respective classes. The teacher of Class A explained that the mean of her students’ results for a test was 78%. The teacher of Class B replied that the mean of his students’ results for the same test was 68% and that his students must therefore be less capable than his colleague’s. "But how do you know I’m not just an easy marker? One of my students got 97%. Then again, another student got 18%," responded the Class A teacher. The Class B teacher was surprised: ‘The lowest mark in my class was 53%, but my highest mark was only 81%.” he said, 'so how do we know which class has the better abilities?’

The discussion between the teachers indicates that a mean, on its own, doesn’t provide the complete description of the data. The mean describes the ‘central’ value of a set of scores. In order to more accurately represent the data, a second kind of descriptive statistic is often used — a measure of variation.

A **measure of variation**, also called variability, indicates how widely scores are distributed or spread around the central point. The sets of scores in figure 1.65 both have the same mean, but they differ in variation; that is, how far the scores are either side of the mean. The distribution of Class A scores shows that it is tightly packed around the mean, indicating low variation (or variability). The distribution of Class B scores is more widely spread from the mean, indicating high variation (or variability).

The **standard deviation** summarises how far scores within a set of scores spread out, or ‘deviate’, from the mean for those scores. If all the scores in a set of scores were the same, there would be no variation and the standard deviation would be zero because none of the scores would be spread out from the mean. A low standard deviation indicates that there is little variation in the scores and that most scores are clustered around the mean. In this case, the mean is a representative descriptive statistic (figure 1.66, curve C). The higher the standard deviation, the greater the variation there is among the scores (figure 1.66, curve A).
The standard deviation is a particularly useful descriptive statistic in that it provides a point of comparison between the means and the spread of two or more different sets of score. For example, suppose a replacement teacher comes to a new school hoping for an easy day's work. The replacement teacher is offered either of two classes, both of which have a mean IQ score of 100. There appears to be no difference between the two classes. The teacher is then informed that the standard deviation of IQs in one class is 1 and the standard deviation in the other is 3. Since a higher standard deviation means more variability, the class with the standard deviation of three may take more effort to teach because students vary more in ability.

In sum, when considering standard deviations, it is important to recognise that:
- although two or more different sets of scores (or data sets) may have the same mean, they may not have the same degree of variation (or 'spread') in the data; and
- a higher standard deviation represents a greater variation (or 'spread') in a set of scores (and vice versa).

Note also that, for a normal distribution of any set of scores, 68.26% of the scores lie within one standard deviation of the mean and 95.44% of the scores lie within two standard deviations of the mean. These and other standard deviation values are shown in figure 1.67.
For example, 68.26% of the scores will fall within one standard deviation either side of the mean; 95.44% of the scores will fall within two standard deviations either side of the mean.

These percentages apply consistently in a normal distribution curve, irrespective of the size of the standard deviation.

**LEARNING ACTIVITY 1.25**

**Review questions**

1. What does a measure of variation (variability) indicate?

2. (a) What information does the standard deviation provide about the distribution of scores?
   (b) Explain why the standard deviation is useful for comparing two or more data sets obtained from research that have very similar or even identical means.

3. What percentage of values scores lie within one standard deviation of the mean? Two standard deviations?

4. (a) Two classes sat the same practice Psychology exam. The following descriptive statistics were calculated from the students’ results in each class:
   - Class A: mean 75%.
   - Class B: mean 75%.
   On the basis of the mean scores alone, what might teachers of these classes conclude about the knowledge of students in each Psychology class? Explain your answer.
   (b) Suppose the teachers then calculated the standard deviations for their respective classes and obtained the following results:
   - Class A: mean 75%; standard deviation: 0.1
   - Class B: mean 75%; standard deviation: 2.5.
   On the basis of this additional information, what conclusions might the teachers now draw about the knowledge of the students in each Psychology class? Explain your answer.

**Inferential statistics**

Descriptive statistics are very useful for analysing, organising, summarising and presenting results. However, in order to interpret the data and find out whether the results are meaningful, inferential statistics are used. Of particular importance to the researcher is to determine whether the results support the hypothesis that was tested and whether the results can be applied to the population from which the sample was drawn. Inferential statistics are used to help interpret the results and make these types of judgments.

In most experiments there will usually be a difference in the mean scores of the groups studied. Suppose, for example, a researcher wanted to find out if a new study technique called SupaStudy improved performance on a Psychology test. The researcher conducted a simple experiment using two groups of Year 12 Psychology students from the same school. Group A was taught the SupaStudy technique and group B was not. Both groups attended lunchtime sessions three times a week for a month during which they were taught a new topic in Psychology. At the end of the topic, both groups were given the same test. The mean test score for group A was 79% and the mean test score for group B was 73%. On the basis of these results, what legitimate conclusion can the researcher draw about the effect of using SupaStudy on Psychology test performance?

Assuming that the researcher controlled all factors that may have affected the results obtained, other than the use or non-use of SupaStudy, can the researcher draw a conclusion that SupaStudy ‘works’? There’s no doubt that 79% is a higher score than 73%, but the difference does not seem to be very large. Is the difference in the scores large enough to claim that SupaStudy had a real effect or is the difference in the scores simply due to chance? What is an acceptable difference? How big does the difference between the mean scores of the two groups need to be in order to say that the difference is not due to chance?

**FIGURE 1.68** These children were participants in a research investigation on sleep patterns conducted by VCE students. They were part of a sample of eight participants who all attended the same eastern suburbs preschool. Can the results obtained from this sample be generalised to all preschoolers at the centre (i.e. the population)? Can the results be generalised to wider populations, such as all preschoolers in the eastern suburbs? In the Melbourne metropolitan area? In Victoria? Other populations? Inferential statistics can be used to make these types of judgments about results.
**BOX 1.17**

**Statistical significance and p values**

Tests of statistical significance can be used to determine the extent to which changes operated in an experiment and whether it is at an acceptable level. The tests enable a precise mathematical value to be obtained that will indicate the probability (likelihood) that if the same experiment were repeated, the results would be similar or different. If the likelihood of the difference occurring by chance is at an acceptable level, then it is said that the difference is *statistically significant*. In general, psychologists accept a given result, such as the difference in mean scores, as statistically significant if it is found that the probability or likelihood that the result might be due to chance is 5 or fewer times ≤ 5 in 100, or a 1 in 20 chance, if the same study were to be repeated 100 times. The way of saying this is that the result is *significant* at the 0.05 level; that is *p* < 0.05.

A significance level of *p* ≤ 0.06 (less than or equal to 0.06) would indicate that there was a 6% (or 6 or less in 100) chance that the result obtained was most likely due to chance. This would generally be viewed as unacceptable. It would then be said that the results are *not significant* and therefore do not support the research hypothesis.

The significance level of any difference is called a *p-value*, with ‘p’ standing for probability. An acceptable *p* value for results is established before the experiment is conducted.

In some cases, a stricter probability level than *p* ≤ 0.05 is used, such as *p* ≤ 0.01 (less than or equal to 1 in 100) or *p* ≤ 0.001 (less than or equal to 1 in 1000). Such a probability level would be used when the findings of the research are so important that the researcher wants to be extremely confident of the results; for example, when the research hypothesis being tested involves a radical new way of treating depression or if it contradicts a research finding or theory that is widely accepted.

If research is being undertaken in an area that is likely to be of immense benefit to the community, or if it involves a treatment that carries with it some chance of harm, then replication of the study is still likely to occur.

In some other cases, a researcher might be prepared to accept a more lenient level of significance than *p* ≤ 0.05. For example, a researcher may conduct a pilot, or ‘trial’, study on a research topic of interest to see if it is worthwhile carrying out a full-scale research study. The researcher may set a significance level of *p* ≤ 0.1 (10%). This would indicate that there may be a significant difference in the mean scores obtained. Therefore, it is worth continuing with further research, perhaps with refinements to the procedures.

One way to find out if the results of an experiment are due to the IV that was tested rather than chance factors is to repeat these studies several times in exactly the same way with the same participants to see if the results are about the same each time the study is replicated. This would be very time consuming, inconvenient and possibly impractical because participants may not be continually available. However, it is usually unnecessary to undertake these replications. A more efficient way of measuring the reliability of the results is to use inferential statistics by applying a test of statistical significance to determine the extent to which chance factors may account for the results.

**Conclusions and generalisations**

When the results have been evaluated, evidence-based conclusions need to be drawn. A conclusion is a decision about what the results obtained from research mean. All conclusions must be based on evidence (the results), be consistent with the evidence and relevant to what was actually investigated.

One type of conclusion relates to whether the hypothesis is supported or rejected on the basis of the results obtained. This requires careful examination of the results so that an objective (‘unbiased’) judgment can be made.

Although the results alone may indicate that the hypothesis is supported, the results may have been influenced in a significant way by variables other than (or in addition to) the IV. Therefore, uncontrolled extraneous variables and potential confounding variables also need to be considered when drawing a conclusion. The researcher must be confident that any change in the DV was due to the IV alone and not any other variable.

The conclusion about the hypothesis is expressed as a statement in a written report that describes the investigation and its findings. In psychology, a hypothesis may be supported or it may be refuted (rejected), but it cannot be ‘proven’ true. This is because no matter how much evidence a researcher finds to support the hypothesis, there may still be alternative explanations, some of which are not yet known or even thought of, that could better explain the outcome(s) that has been observed.

Another type of conclusion that can be made is called a generalisation. A generalisation is a decision or judgment about how widely the findings of a research study can be applied, particularly to other members of the population from which the sample was drawn. Because a study usually tests a sample from the population of interest rather than the whole
population, making a generalisation is a process of forming an idea about whether findings obtained from a limited number of cases (the sample) can be extended to apply to an entire class of objects, events or people (the population).

In experimental research, generalising the results from the sample to the population is risky if the sample is not representative of the population of interest. Like any other conclusion, a generalisation must also be based on the results obtained and must consider the potential extraneous and confounding variables, as well as any other problems with the study.

When drawing conclusions, researchers try to avoid making errors or overstating what the results mean. For example, they attempt to ensure that:

- all conclusions are consistent with the results
- any influential extraneous variables or potential confounding variables have not been overlooked
- analysis and interpretation of the results enables an accurate finding about whether or not the hypothesis is supported
- any gaps in the results and further evidence that may be required are identified
- limitations of the sample used in the study have been considered
- any generalisations are reasonable
- the explanation of the findings is reasonable and supported by the results.

In many cases, psychologists use university students enrolled in psychology courses as participants in their experiments. Some researchers believe that the results of these experiments cannot be generalised beyond the sample; for example, by applying the results to all students enrolled in a psychology course at a university, to students in other courses, to young adults, or to adults in general. However, other researchers believe that it is reasonable to assume that a relationship between an IV and a DV observed in one group of people is likely to be seen in other groups, as long as the relationship is strong and the sample of participants is not particularly unusual. For example, results from a sample of people with an addictive disorder or an intellectual disability cannot be generalised as easily as data obtained from university students.

The extent to which results can be generalised also depends on the topic studied. Many psychologists believe that researchers who study topics such as sensory processes and biological or physiological factors that underlie behaviour can more easily generalise their results. The phenomena that these researchers study are usually not affected by individual differences. For example, the visual system is basically the same for all people; therefore, differences between individuals in characteristics such as intelligence, beauty, personality, age, weight, political preferences, willingness to volunteer, and so on, will not affect it. Consequently, it is widely believed that it is reasonable to generalise findings on these topics.

Researchers who study topics such as personality, social behaviour, attitudes, consciousness and learning or memory strategies tend to be less likely to generalise their findings. In these areas, the effect of the IV is often influenced by the individual characteristics of the person participating in the experiment. For example, a new technique for learning mathematics may be effective for university students but not for secondary school or primary school students (Wood, 1981).

**FIGURE 1.69**

**LEARNING ACTIVITY 1.26**

**Review questions**

1. What can be achieved with inferential statistics that is not possible with descriptive statistics alone?
2. Explain the meaning of chance factors in relation to research with reference to an example.
3. What kind of judgment is made about the research hypothesis after the results have been obtained and analysed?
4. (a) What is the meaning of the term conclusion?
   (b) Why must potential extraneous and confounding variables be considered when drawing conclusions from results obtained in a study?
5. (a) What is the meaning of the term generalisation?
   (b) What are the important considerations in making generalisations from the results of a study?
6. Distinguish between the terms conclusion and generalisation as they apply in research studies.
RELIABILITY AND VALIDITY IN RESEARCH

An important goal of research is to obtain results that are both reliable and valid. This will mean that the results are consistent and accurate. It also means that other researchers are likely to accept the findings. Reliability and validity are not necessarily ‘present-or-absent’ features of a research design. Instead, they are considered to vary in degree on a scale ranging from low to high.

Reliability

Reliability refers to the extent to which the results obtained from a research study are consistent, dependable and stable. This means that each time a behaviour or event is measured under the same conditions, the procedure(s) used should produce very similar results at the least. For example, if your body temperature was measured with an oral thermometer while you were laying down in a resting state and the reading was double-checked immediately, you should expect the same result. Similarly, if you conducted an experiment on a group of participants and repeated it again with the same group or a similar group under the same conditions, you should expect the results to be very similar.

Conducting an experiment is a more complicated process than measuring your body temperature level because it involves human participants and the strict control of many variables, so it is not likely, or expected, that the results will be identical each time the experiment is conducted. The main reason the results of an identical study are unlikely to be exactly the same when replicated is due to individual participant differences within another sample.

Even when a researcher repeats their experiment with the same participants it is unlikely that identical results will be obtained due to participant differences in responses to the IV manipulation and/or DV measurement, even if these are only minor differences. For example, consider the likelihood of your responding exactly the same way as you did in the original experiment if you are a participant in an identically repeated experiment, especially an experiment for which responses are relatively unrestricted. However, researchers believe that if the results of an experiment are to be considered reliable, they should be similar each time the experiment is repeated under the same conditions on other occasions.

The general idea behind research reliability is that significant results must be more than a ‘one-off’ finding and be replicable (‘repeatable’). A researcher always sets out to obtain reliable results. However, when their study is repeated, it may be found that the results are not reliable. This is more likely to occur if the study is not repeated in exactly the same way in which it was first conducted; for example, if there are differences in important personal characteristics of participants, or if the conditions under which the study was first conducted are significantly different in some way.

Validity

Validity refers to the extent to which the procedures used for a research study measure what the research intended to measure. Basically, the research design and the specific procedures used should match the requirements of the investigation to produce results that are relevant to the aims of the research. If a research study is valid, this means that the investigation has produced results that accurately measure the behaviour or mental process that was claimed to have been measured. For example, if you measured your biceps with a cloth tape measure that had been left outside in the open weather for a long time and had become inaccurate through stretching, the result would not be a valid measure of your true bicep size. The inaccurate cloth tape measure, however, is reliable as it will give you the same result each time it is used. This example also highlights the fact that a measure can be reliable even though it is not valid, but a measure cannot be valid unless it is reliable.

Validity also relates to the conclusions (including any generalisation) the researcher makes about a study. In this case, the results are valid if the conclusion(s) drawn by the researcher is (are) correct. This means that the conclusion is specifically based on those variables that the study was investigating and the data obtained from the study.

For example, if a researcher concludes that a new drug they tested in an experiment reduces symptoms of depression, or that participants in a taste-preference study preferred Coca-Cola over Pepsi, the research is valid only if the new drug really works or if the participants really did prefer Coca-Cola (Stangor, 2004). As with seeking reliability, researchers always attempt to conduct valid research and to draw accurate conclusions from their data. Yet often, despite a researcher’s best intentions, their research has low validity or is not as valid as it could have been. This can occur for a number of different reasons.

Sometimes a researcher may draw a conclusion from their data that cannot actually be drawn; that is, the data do not actually justify, support or ‘back up’ the conclusion. Another reason that research and its results may be invalid is because one or more extraneous variables have not been adequately controlled, have become confounding variables, and have therefore influenced the results in an important way. For example, in an experiment, a confounding variable and the IV may both affect the results. When this happens, the researcher will find it difficult to separate the effects of the IV and the confounding variable and therefore cannot be certain whether it was the IV or the confounding variable that caused the change in the DV.
Similarly, if participants were required to rate facial attractiveness of people in photos, then the researcher needs to be confident that the scores (ratings) actually and only measured facial attractiveness. Internal validity may be lost if participants didn’t understand the rating procedure or their ratings partially reflected the style of dress worn by each person in a photo.

External validity refers to the extent to which the results obtained for a study can be generalised to the population from which the sample was drawn or to other people in other settings. For example, suppose that a researcher conducted an experiment on the effects of stress on behaviour using a relatively small sample of participants. If the experiment has high external validity, this means that the conclusions can more confidently be generalised to apply to its population and possibly to situations outside, or ‘external’ to, the laboratory. Similarly, if it found through experimental research that distributed study (studying in several sessions at different times across an extended period) is better than cramming for a psychology exam, then the finding should apply to people beyond the sample in the study and possibly to other subjects too. Generally, the more representative a sample is of its population, the more confident the researcher can be in making relevant generalisations.

Internal and external validity

Researchers often distinguish between the internal and external validity of their studies. They consider both internal and external validity in judging the overall validity of a study. These types of validity also vary in degree, that is, a research study is considered to be more or less valid rather than valid or not valid.

Internal validity refers to the extent to which the results obtained for a study are actually due to the variable(s) that was tested or measured and not due to some other factor. For example, in an experiment, the researcher needs to be confident that the change in the DV was produced solely by the IV and not any extraneous or confounding variable, nor due to chance.

If a study has gaps or ‘flaws’ in its procedures, such as the use of a sampling method that resulted in an unrepresentative sample when it was important to have a representative sample, then it may be considered as lacking in internal validity.

**Learning activity 1.27**

**Review questions**

1. Distinguish between validity and reliability in research.
2. Is it essential that the results of an experiment can be replicated in order for the experiment to be considered reliable? Explain your answer.
3. Give an example of when results would not be considered reliable.
4. Under what circumstances can it be said that the conclusions or findings of research are valid?
5. (a) Distinguish between internal and external validity with reference to an example.
   (b) Explain, with reference to an example, whether a study can have internal validity but not external validity.
6. Explain, with reference to an example, why reliability is possible without validity but validity requires reliability.
LEARNING ACTIVITY 1.28

Designing an experiment and interpreting the results

Outline the design of an experiment that could be undertaken to test the following hypothesis: ‘If a newborn infant has extra contact with their mother soon after birth, then the bond formed between the mother and infant will be stronger.’ Twelve mothers who are about to give birth have volunteered to be participants in your experiment for two years. In designing your experiment, make sure that you address the following:

• What groups will be used?
• What are the independent and dependent variables?
• How will these variables be operationalised?
• What is your research hypothesis for the experiment?
• What potential extraneous or confounding variables will it be important to control?
• What type of experimental design will you use? Explain your choice of design.
• When considering your results, what question will you ask about your experiment’s:
  – internal validity?
  – external validity?
• If you find an acceptable difference in the results for the two groups, what conclusion would you draw? What generalisation would you make?
• How could you determine the reliability of your results?

ETHICS IN PSYCHOLOGICAL RESEARCH AND REPORTING

Is it appropriate to expose human participants to stressful conditions in order to study bodily changes when stressed? Is it appropriate to deprive participants of sleep for a prolonged period in order to study the effects? Is it appropriate to deceive participants and misinform them of what an experiment is about in order to control responses that may not ordinarily occur? Is it appropriate to test a new medication by giving a placebo treatment that is known to not work to participants in a placebo group who are unwell and genuinely need the new medication, and are therefore intentionally allowed to remain unwell? Should all participants be fully informed of the purpose of the research before they agree to participate? Should participants have the right to withdraw from an experiment at any time without giving a reason for wanting to do so? Such questions raise important ethical issues that need to be considered by researchers.

The term ethics refers to standards that guide individuals to identify good, desirable or acceptable conduct. Essentially, ethical standards help us to judge which behaviours are appropriate (‘right’) and inappropriate (‘wrong’). ‘Ethical conduct’ is more than simply doing the right thing. It involves acting in the right way out of ‘respect and concern’ for others (NHMRC, 2007).

All societies and cultures have ethical standards that guide the behaviour of its members. In addition to these standards, most professions have their own standards of ethical conduct that must be followed. For example, just as it would be considered unethical for a medical doctor to discuss a patient’s condition with anyone apart from the patient or people responsible for the patient, so too would it be unethical for a psychologist to reveal information discussed in a counselling session or the results of a psychological test to anyone apart from the client (or the guardians of the client if the client is a child or under a guardian’s care).

Ethical standards and considerations also apply to any type of research or data collection method involving people (or animals). These help ensure that the wellbeing and rights of research participants are respected and protected before, during and following their involvement in the research. In addition, ethical standards help prevent unnecessary research and promote research that is or will be of benefit to the wider community or humankind in general.

The Australian Psychological Society (APS) has a Code Of Ethics (2007) which provides standards and guidelines for all psychological research (and other areas of professional practice). The Code of Ethics has been devised with reference to a national set of standards and guidelines in a document called the National Statement on Ethical Conduct in Human Research 2007. This document is simply referred to as the National Statement. The National Statement is regularly updated, most recently in May 2015.

FIGURE 1.71 Ethics involve standards that guide individuals to identify good, desirable or acceptable conduct.
National Statement on Ethical Conduct in Human Research

The National Statement has been jointly developed by the National Health and Medical Research Council (NHMRC), the Australian Research Council and the Australian Vice-Chancellors’ Committee. The NHMRC is the Australian Government’s expert body for providing advice on research.

The purpose of the National Statement is to ‘promote ethically good human research’. It is organised around four values — research merit and integrity, beneficence, justice and respect for human rights. The design, review and conduct of all research with people as the participants must reflect each of these values.

1. Research merit and integrity: Research that has merit is worthwhile and conducted appropriately to achieve the aims. It has the potential to contribute to knowledge and understanding, and to improve social welfare and individual wellbeing. It must be properly designed and undertaken by people with suitable expertise. Research that is conducted with integrity is carried out with a commitment to the search for knowledge and understanding, to following recognised principles for conducting research and to the honest conduct of research, including accurate and responsible reporting of findings, whether the results are favourable or unfavourable.

FIGURE 1.72 All psychologists conducting research with human participants follow the guidelines in the National Statement. The guidelines in the APS Code of Ethics are consistent with those in the National Statement.
2. **Beneficence**: Research beneficence refers to the likely benefits to participants or the wider community. The researcher must consider and maximise all possible good outcomes while minimising the risks of harm to participants and to the community in general. The potential benefits must justify any risk or harm or discomfort to participants.

3. **Justice**: Research that is *just* has a concern for the use of fair procedures and fair distribution of costs and benefits. The process of recruiting and selecting participants should be fair so a researcher must avoid imposing on particular groups an unfair burden of participation in their research. Similarly, the benefits of the research should be distributed fairly between the participants and the wider community.

4. **Respect for human beings**: Respect is demonstrated when the researcher recognises and takes account of the rights, beliefs, perceptions and cultural backgrounds of all participants. In particular, all participants have the rights to privacy, confidentiality and to make informed decisions about matters that affect them. People must be protected and empowered if they are vulnerable or their capacity to make informed decisions is impaired; for example, children and people with an intellectual disability who depend on others.

All four values apply to all research conducted with or about people, including experiments, questionnaires, interviews, observational studies, psychological testing or treatment, observational studies and analysis of personal documents or other materials with information about participants.

**Role of ethics committees**

The National Statement requires that all research that carries more than a low level of risk to human participants must first be reviewed and approved by an ethics committee. This type of committee is formally called a **Human Research Ethics Committee (HREC)**.

A HREC has a minimum of eight members, with a mix of researchers and non-researchers (including community members). Its main purpose is to assess research proposals for approval purposes, and then monitor the conduct of the research (if approved) to ensure all relevant ethical standards are adopted and followed.

Generally, the roles and responsibilities of the HREC include:

- deciding whether a research proposal meets all the requirements of the National Statement and is therefore ethically acceptable
- deciding whether the researcher(s) is adequately experienced and qualified (or the researcher is supervised by a qualified person if there are concerns about their experience and qualifications)
- monitoring approved research (e.g. through progress reports, random inspections of research sites, interviews with participants)
- handling complaints (e.g. from participants, the wider community)
- ensuring accountability of the researcher (e.g. the researcher understands, accepts and maintains responsibility for all aspects of their research).

If the committee is satisfied that all ethical questions and issues raised by the research have been dealt with satisfactorily, approval will be given for the research to proceed. If the committee has concerns about some aspects, it can highlight these and return the application to the researcher so the concerns can be addressed, possibly with suggestions on how. If the proposal has ethical issues that cannot be addressed, then the research will not be allowed to proceed.

HRECs are usually established by organisations (public, not-for-profit or private) which conduct a considerable amount of research involving humans. Universities and hospitals are the most common of these organisations. Not all organisations which conduct human research, however, have their own HREC. Some organisations and individual researchers use the services of HRECs within another organisation (NHMRC, 2007).

Human research considered to be at a low level of risk, where the only foreseeable risk is one of discomfort, does not have to be submitted to a HREC. In such cases, a research proposal may be reviewed by ‘a competent person or group’ familiar with the National Statement and other relevant ethical standards.

The NHMRC also requires the use of ethics committees for research involving animals. These are called Animal Ethics Committees (AECs) and members have roles and responsibilities similar to those of HRECs.

**FIGURE 1.73** Human research ethics committees are established to review research proposals for approval purposes, and then monitor the conduct of the research to ensure all relevant ethical guidelines are adopted and followed. Review meetings are usually informal.
Australian Privacy Principles

The Privacy Act 1988 is an Australian law which regulates the handling of personal information about individuals. This includes the collection, use, storage and disclosure of personal information, and access to and correction of that information. Personal information is information or an opinion about any individual who can be identified; for example, information about someone’s racial or ethnic origin, health, genetics, political opinions, religious beliefs and sexual orientation or practices (Office of The Australian Information Commissioner, 2016).

The Privacy Act includes 13 Australian Privacy Principles (APPs) which set out standards, rights and obligations for the handling of personal information, some of which apply to psychology research. The APPs include requirements such as:

- **Open and transparent information management** — how personal information will be handled must be clearly expressed and made available
- **Anonymity** — ensure individual participants cannot be personally identified
- **Data collection** — collect personal information only if necessary; ensure informed consent
- **Data use** — use only for the purposes specified
- **Data quality** — ensure information is accurate, complete and up to date
- **Data security** — protect the information (e.g. from loss or unauthorised access) and destroy or permanently de-identify personal information if no longer needed.

Role of the experimenter

The experimenter (or researcher) must ensure their research is ethically appropriate so that participants are given the respect and protection that is due to them. They must observe ethical guidelines, codes or legislation such as the National Statement, the APS Code of Ethics and the Privacy Act. These will help them to meet their responsibilities to identify and properly address all ethical issues (NHMRC, 2007; APS, 2007).

Protection and security of participants’ information

The researcher must ensure that personal information is secure and protected from

- misuse, interference and loss; and
- unauthorised access, modification or disclosure.

In addition, the researcher must make provisions for maintaining confidentiality in the collection, recording, accessing, storage, dissemination and disposal of personal information. If personal information about an individual is no longer needed, then the information should be destroyed or de-identified.

Confidentiality

Confidentiality refers to the obligation of the researcher (or anyone else) not to use or disclose private information for any purpose other than that for which it was given to them. Participants have a right to privacy, so the researcher must avoid undue invasion of privacy by collecting only information that is needed. In addition, any information that may identify an individual or their involvement in research, such as personal data or test results, cannot be revealed unless consent has been obtained. The right to privacy and procedures for establishing and maintaining confidentiality must be explained to participants before the study commences. As stated above, the confidentiality requirement applies to the collection, recording, accessing, storage, dissemination and disposal of personal information.

Voluntary participation

The researcher must ensure participants voluntarily consent to be involved in a study. For example, participants must not be forced or pressured to take part in a study. The researcher must also ensure that prospective participants do not experience negative consequences if they choose not to be involved in a study.

Withdrawal rights

Participants have an unconditional right to opt out of a study at any time without giving a reason for doing so. This includes withdrawing their data after the study is finished regardless of the effect this may have on the overall results. Withdrawal rights must be explained to participants before the study commences and the researcher must ensure that participants suffer no negative consequences as a result of withdrawing from the study.

Informed consent procedures

Consent is a voluntary choice for participants and must be based on sufficient information and adequate understanding of both the proposed research and the consequences of participation in it. In order for this to be achieved, information should be given about the purpose, methods, demands, risks and potential benefits of the research.

This information must be presented in ways suitable for each participant; for example, it should be in plain language (with the least possible technical jargon) and the researcher should take account of personal characteristics such as age, educational background, cultural background and any other possible barriers to understanding the information (such as intellectual or mental health status). There should be an opportunity for prospective participants to ask questions about the research.
It is essential that participants have the competence to give informed consent. A wide variety of symptoms, diseases, injuries and other conditions can affect a person’s ability to understand information and researchers must take this into account when seeking informed consent and providing documents or information relevant to informed consent.

For participants who are legally unable to give informed consent (e.g., children and people with an intellectual disability), the researcher must obtain appropriate consent from the persons who are legally responsible for participants’ wellbeing (i.e., parent or guardian).

Consent may be expressed orally, in writing or by some other means that indicates consent (e.g., return of a questionnaire), depending on: (a) the nature, complexity and level of risk of the research; and (b) the participant’s personal and cultural circumstances. Often, researchers obtain informed consent using a document like that in figure 1.76. Two copies are made so that one can be kept by the researcher and one by the participant.

There are specific ethical issues associated with informed consent for mental health research. These are examined in chapter 11.
CONSENT FORM TO PARTICIPATE IN RESEARCH

TITLE OF RESEARCH: ................................................................................................................................................

DESCRIPTION OF RESEARCH: Insert an outline of the research and other relevant information. Include:
- aim/purpose/reasons for the investigation
- method used to collect data
- how the data will be analysed, described and presented
- what the participants will need to do and time commitment
- how confidentiality will be maintained
- whether the participant will have a chance to see and comment on the final report
- what will happen to the final report
- who will read the report and have access to it
- withdrawal right
- name(s) of researcher(s), supervisor/teacher and school
- status of the researcher(s).

I, ................................................................, consent to taking part in the research investigation described above. I understand my rights as a participant in this research. The aim and procedures of the study have been explained to me and I understand them.

[Where deception is used a clause such as the following should be included.] I understand that it is sometimes essential for the validity of research results not to reveal the true purpose of the research to participants. If this occurs, I understand that I will be debriefed as soon as is possible after my participation and, at that time, given the opportunity to withdraw from the research and have records of my participation deleted.

I have been advised the results of the research will be presented in a formal written report but that my personal details will remain confidential.

I voluntarily consent to participate but I understand that I may discontinue participation from the study at any time without giving a reason.

If you have any questions, comments or complaints to make on this research, please contact [insert the researcher’s name and/or the Psychology teacher’s name] at [insert the researcher’s and/or the Psychology teacher’s contact details, including phone number(s)].

Name of Participant: ........................................................
Signature: ........................................................................

Name of Researcher: ........................................................
Signature: ........................................................................
Date: ....................................................

FIGURE 1.76 An example of a document for obtaining written consent to participate in research. Researchers often separate the study information from the consent form by using two separate documents – an Information Sheet and a Consent Form. In addition, a copy of the signed consent form is often given to the participant.
Use of deception
Deception occurs when participants are deliberately misled or not fully informed about the aim or some other aspect of the research. This is sometimes necessary to avoid unduly influencing their responses during the study and consequently the accuracy of the results. By its nature, deception violates the ethical requirement of informed consent, but it is acceptable if the potential benefits of the research justify its use and there is no feasible alternative to its use. Whenever deception is used, it is essential that all participants are debriefed at the conclusion of the study.

Debriefing
Debriefing involves clarifying each participant’s understanding of the nature of the research as soon as possible after it has been conducted. This includes explaining the true purpose of the research and why it was necessary to deceive them, correcting any mistaken ideas and impressions participants may have, and providing an opportunity for questions about any aspect of the study, including the need for deception. Another important requirement of debriefing is to check the wellbeing of the participant and address any harm that may have resulted from their participation in the study; for example, providing information about counselling services and how to access them to help treat any distress resulting from the study.

**BOX 1.18**

**Ethical practices and conduct in VCE Psychology**
The VCAA Psychology study design has advice on ethical conduct that must be followed by VCE Psychology students and teachers. This advice includes the following:

**Ethical conduct of experimental investigations**
As part of this study teachers and students will be involved in teaching and learning activities that include experimental investigations using human subjects. Teachers and schools have a legal and moral responsibility to ensure that students follow ethical principles at all times when undertaking such investigations. Teachers should refer to the following documents for detailed advice:
- the National Statement on Ethical Conduct in Human Research (2007), issued by the National Health and Medical Research Council (NHMRC) in accordance with the NHMRC Act 1992 (Cwlth), www.nhmrc.gov.au/publications/synopses/e72syn.htm

It is not expected that animals will be used in the teaching of this study. If using animals in teaching, schools must comply with the current legislation including:

**Safety and wellbeing**
This study may include potentially sensitive topics. Teachers should ensure that students have opportunities to consider topics systematically and objectively, and to become aware of the diversity of views held on such matters. Students should not be asked to disclose personal information about their own or others’ health status and behaviours.

When dealing with sensitive mental health matters, students should be specifically advised that they are neither trained nor equipped to diagnose problems or offer any counselling or therapy. Students should be given information as appropriate about sourcing available treatment services within and outside school.

As part of this study teachers and students may consider different psychological assessments, including standardised psychological tests which are designed to be administered only by trained psychologists. Teachers must limit access to such tests and ensure that students understand that such tests should only be administered by a qualified psychologist.

It is the responsibility of the school to ensure that duty of care is exercised in relation to the health and safety of all students undertaking the study. Teachers and students should observe appropriate safety precautions when undertaking practical work. All laboratory work should be supervised by the teacher. It is the responsibility of schools to ensure that they comply with health and safety requirements.

Relevant acts and regulations include:
- Occupational Health and Safety Act 2004
- Occupational Health and Safety Regulations 2007
- Occupational Health and Safety Management Systems (AS/NZ 4801)
- Dangerous Goods (Storage and Handling) Regulations 2012
- Dangerous Goods Storage and Handling Code of Practice 2000
- Hazardous Substances Code of Practice 2000
- Electrical Safety Act 1998

**Legislative compliance**
When collecting and using information, the provisions of privacy and copyright legislation, such as the Victorian Privacy and Data Protection Act 2014 and Health Records Act 2001, and the federal Privacy Act 1988 and Copyright Act 1968, must be met.
USE OF ANIMALS IN PSYCHOLOGICAL RESEARCH

Although psychology is primarily interested in people, about 7–8% of psychological research involves the use of animals. About 90% of the animals used have been rodents and birds, mostly rats, mice and pigeons. About 5% of the animals are monkeys and other primates. Use of dogs and cats is rare (American Psychological Association (APA), 2016a).

Research with animals has and continues to have an important role in psychology. Discoveries through animal research have advanced understanding of human behaviour and mental processes in a diverse range of areas; for example, behavioural and bodily changes that occur when stressed; basic learning processes; the neurobiology of learning and memory; processes of recovery after neural damage; brain plasticity; mechanisms that control hunger and thirst; behavioural and psychological effects of medications used in the treatment of various mental disorders; addiction to illegal drugs; how the senses function and physiological influences on perception; the critical role of early experience in development; attachment; aggression; emotion and cognition (APA, 20156a; Bennett, 2012).

**FIGURE 1.77** Animals are used in a wide variety of psychological research projects. Research with animals is governed by NHMRC ethical guidelines.
The main reasons animals are used in psychological research to achieve the kinds of benefits described previously are:

- Some studies cannot be conducted with humans due to the risk of psychological and/or physical harm that may be caused, or because suitable human participants are unavailable. Various examples are included throughout this text.
- Bodily systems and/or behaviours of some animals are similar to those of humans; therefore, using animals can be a ‘starting point’ for learning more about human behaviour.
- Animals have practical advantages over people for use as research participants. For example, studying the effects of ageing from birth through to ‘old age’ is not generally practical in humans because most people live more than 75 years, compared with rats which have an average life expectancy of two years, or monkeys which live for 15–20 years. Another advantage is that some animal species breed a lot faster than humans. For instance, rats produce a new generation every three months and can be used to study the development of certain behaviours over successive generations within a relatively short period of time. Animals can also be kept for long periods of time in captivity in laboratories and it is easier to observe their behaviour under these conditions.
- The behaviour of animals can usually be controlled to an extent not possible with human participants. For example, a rat can be raised from birth in a cage. The rat can then be used in a learning experiment and the psychologist will have a good idea of what it has already learned before the experiment is conducted.
- When certain experiments require large numbers of participants who have, for example, the same genetic background, animals are more easily obtained than humans.
- Participant expectations can influence the results of an experiment; however, animals don’t usually have expectations and they are not able to guess the purpose of an experiment.

Many arguments have been presented against the use of animals in psychological research. One argument is that it is not possible to apply (generalise) the results of animal studies to humans because the species are not the same even though there may appear to be similarities. An issue for researchers is how far they can generalise about human mental experiences and behaviour from the results of animal studies. If laboratory animals die after prolonged sleep loss, would humans? If a drug causes a brain disorder in animals, should it be banned for human use? Another argument is that humans should respect animals and protect them from harm rather than use them in research. It is also suggested that humans do not have the right to dominate other species.

In order to ensure that all reasonable steps are taken to minimise the discomfort, illness and pain to animals used in research, ethical standards and guidelines have also been established for the use of animals in research. The use and care of laboratory animals must be directly supervised by a person competent to ensure their comfort, health and humane treatment. The care and use of animals in research must follow the NHMRC Australian Code for the Care and Use of Animals for Scientific Purposes 2013 (8th ed).

The purpose of the Code is ‘to promote the ethical, humane and responsible care and use of animals for scientific purposes’. An obligation to respect animals is central in the Code. According to the Code (p.1), ‘This obligation brings with it a responsibility to ensure that the care and use of animals for scientific purposes is ethically acceptable, balancing whether the potential effects on the wellbeing of the animals involved is justified by the potential benefits to humans, animals or the environment. The use of animals for scientific purposes must have scientific or educational merit; must aim to benefit humans, animals or the environment, and must be conducted with integrity. When animals are used, the number of animals involved must be minimised, the wellbeing of the animals must be supported, and harm, including pain and distress, in those animals must be avoided or minimised.’

In order to ensure that all reasonable steps are taken to minimise the discomfort, illness and pain to animals used in research, ethical standards and guidelines have also been established for the use of animals in research. The use and care of laboratory animals must be directly supervised by a person competent to ensure their comfort, health and humane treatment. The care and use of animals in research must follow the NHMRC Australian Code for the Care and Use of Animals for Scientific Purposes 2013 (8th ed).

The purpose of the Code is ‘to promote the ethical, humane and responsible care and use of animals for scientific purposes’. An obligation to respect animals is central in the Code. According to the Code (p.1), ‘This obligation brings with it a responsibility to ensure that the care and use of animals for scientific purposes is ethically acceptable, balancing whether the potential effects on the wellbeing of the animals involved is justified by the potential benefits to humans, animals or the environment. The use of animals for scientific purposes must have scientific or educational merit; must aim to benefit humans, animals or the environment, and must be conducted with integrity. When animals are used, the number of animals involved must be minimised, the wellbeing of the animals must be supported, and harm, including pain and distress, in those animals must be avoided or minimised.’
LEARNING ACTIVITY 1.29

Review questions

1. Explain the meaning of ethics in relation to research.
2. What is the main purpose of ethical standards for research with human participants?
3. (a) Name and describe the four values that should be reflected in all human research.
   (b) Give an example of a research practice that would be:
      (i) consistent with each value
      (ii) inconsistent with each value.
4. What are three essential informed consent procedures?
5. What is the ethical responsibility of a researcher who does not want to fully inform prospective participants of the true purpose of an experiment because it may influence how they respond during the study?
6. If a participant became very upset during an experiment, what is the responsibility of the researcher?
7. Explain the ethical relevance of the Australian Privacy Principles.
8. (a) What is an ethics committee?
    (b) List three of its roles or responsibilities.
9. Give three advantages and limitations of animal use for psychological research.
10. List three ethical guidelines to be followed when conducting research with animals.
11. Construct a table that summarises the ethical standards and guidelines for conducting human research. Use the table to develop an ethics checklist that could be used for your practical activities and research investigation in Units 3 and 4.

LEARNING ACTIVITY 1.30

Identifying ethical issues

Consider the following fictitious examples of research studies that may breach one or more ethical standards or guidelines and identify the ethical issue(s) raised, if any, in each example.

Study 1
A psychology lecturer at a university was studying techniques for reducing fear of spiders. He asked a research assistant to telephone students in the first-year psychology course he was teaching to determine their willingness to participate. The researcher was unaware that the assistant told participants that they had to participate.

Study 2
A researcher was interested in factors influencing cheating. She gave participants an exam, then collected and photocopied their answers. The participants were not informed about the photocopying. The answers were returned unmarked and the participants were given the opportunity to cheat while marking their own papers. The answers were collected again and compared with the photocopies.

Study 3
An experiment was conducted to assess driver reaction to a stressful situation. Each participant was asked to drive a car past a construction site. The researcher rigged a human-looking dummy in such a way that it would be propelled in front of the car, making it impossible for the participant to avoid hitting it. The participants reacted as expected. When they learned that the situation was faked, they informed the researcher of their displeasure. Despite their complaints, the researcher continued testing further participants (adapted from Wood, 1981).

Study 4
A VCE Psychology student was required to undertake a research investigation to satisfy the course requirements. The student researcher replicated an experiment on learning that involved classical conditioning of an eye-blink response using two preschool children and two adults as participants. The student researcher thought that the adult participants’ knowledge of the conditioning procedure would affect the results in an unwanted way and decided not to seek their informed consent. The student researcher also based their decision on the belief that the conditioning procedure was physically and psychologically harmless. The student researcher did, however, obtain informed written consent from both parents of each child.
REPORTING CONVENTIONS

The final and very important stage in the research process involves preparation of a detailed written report on the research study and its findings. This is done for two main reasons:

• to communicate or ‘share’ the results with others, particularly other researchers interested in what was studied, and

• to enable replication of the study to test the validity and reliability of its results.

When reporting research, psychologists provide a detailed description of the study and its findings. The written report has two important characteristics:

• there is enough information to enable close examination of all stages of the research (including the results) and, if required, to replicate the research

• reporting conventions are used.

Reporting conventions are well-established and widely recognised standards for how a report is written and presented. Reporting conventions determine aspects of the report such as writing style, structure of the report, headings, presentation of tables and graphs, and formats for referencing.

For example, the writing style, or language, used in a psychological research report is like that of all scientific reports. The language is formal, clear and concise. It is written in the past tense, in the third person and using the passive voice. Appropriate phrases that meet these language standards are:

• ‘An experiment was conducted to test…’

• ‘Each participant was…’

• ‘The results show…’

• ‘It can be concluded that…’

Scientific reports are not written using the first person; for example, ‘I did…’, ‘We asked…’, ‘In my opinion…’, ‘I believe that…’, ‘and then we asked the participants to…’.

Conventions for psychological research reports are based on those described in the Publication Manual of the American Psychological Association, Sixth Edition (2010). This manual, commonly called the ‘APA manual’ and its conventions are commonly referred to as ‘APA format’.

The APA format is widely recognised and used by psychologists throughout the world to guide their preparation and presentation of written and poster reports. These conventions are also used by psychology students for writing research reports conducted as part of their university studies.

The following guidelines for writing a research report and referencing are based on the APA manual. We then consider guidelines for preparing a poster report. This type of report is less detailed and is commonly used to provide a summary of the key features of a research study for presentation and display at a conference or meeting with other psychologists likely to be interested in the research and its findings.

![Figure 1.79 The cover of the APA manual](image)

**Written report**

A standard research report is presented in sections that follow a set order. However, the structure of the report and organisation of the sections may sometimes be modified to suit a particular investigation. Generally, the report is presented in a logical sequence that describes

• what was done

• why it was done

• how it was done

• what was found

• what the findings probably mean.

Although the different sections of the report described below are usually presented in the order shown, they do not have to be prepared in that order. For example, the abstract, which summarises the investigation, appears first in the report but is usually easier to write last.

**Title**

This should be brief (usually one sentence) and indicate clearly what the research was about e.g. ‘Effect of practice on reading speed’. Quite often, researchers use a statement based on the hypothesis for a title. Words that have no useful purpose should be avoided e.g. ‘An experiment on…’
The title should be centred and positioned in the upper half of a cover page. The author’s name is written under the title and centred on the page.

Abstract
This is a brief, comprehensive summary (about 120 words) of the entire report, usually presented as a single paragraph on a separate page. It should include a description of what was investigated (in one sentence if possible), participants (specifying relevant personal characteristics such as age and sex), the key features of the research method, the main result(s) and the conclusion(s).

The abstract is best written last.

Introduction
This section gives the background to the research. It often summarises theory and results of other relevant research. If you are unable to find background information, or it is not required by your teacher, then you should explain the rationale (‘reasoning’) for conducting the research.

The introduction is often written in a way that leads the reader to a statement of the aim (‘purpose’) of the research and the hypothesis which was tested. The hypothesis is usually included in the last paragraph of the introduction and should be expressed as a specific statement which, for an experiment, refers to the independent and dependent variables. In formal journal articles, the introduction does not have a heading because it is clearly identified by its position in a report.

Method
This section clearly describes how the research was conducted. There should be enough details for the reader to know exactly what was done so that the research could be replicated exactly in order to test the results.

The method is often divided into three sub-sections, each with the relevant heading — participants (or subjects), measures and procedure.

Participants
Includes details on how many participants were used, important characteristics that might have influenced the results (such as age, sex, educational background), the population (i.e., the larger group) from which they were drawn, and how the participants were selected (i.e., the sampling procedure) and allocated to groups. Details of the participants are often presented as a table.

Measures
Describes the test or other means used to collect data. A description of any questionnaire, observation checklist, test items, word lists and so on which were used in conducting the research should be included. For example, you may state that a 10-item questionnaire was used to measure attitudes towards violence in cartoons. Any evidence of the measure’s validity and reliability should also be stated. Examples or more detailed information about any measure should be included in an appendix at the end of the report.

Procedure
A detailed description of all the data collection procedures. This information should be presented in a way that another researcher could conduct the same study just by reading your description. Include information about the roles of the researcher, how participants were recruited, what they were asked to do, and so on.

Results
This section has a summary of the main results. There should be sufficient detail to justify the conclusion(s). All results should be accurate and displayed clearly. Tables, graphs, charts and other figures are used, depending what suits the type of data collected. The reader should be able to understand any table or figure without referring to another section of the report.

Only summary data should be presented in the results section. If relevant, raw data could be included in an appendix. Detailed comments on the results are included in the discussion.

Discussion
This is where the results are examined, interpreted and explained, especially with reference to the hypothesis. It is also where you draw conclusions from the results.

The section usually starts with a clear statement about whether the hypothesis is supported or rejected on the basis of the results obtained. If the results do not support the hypothesis, explain why.

The general relevance of the results to the population from which the sample was drawn, and similarities and differences between your results and theory or other research (referred to in the introduction), is also described in this section.

In drawing conclusions, consider and explain sources of potential bias and other limitations or weaknesses of the research. Then, suggest ways of effectively addressing these if the study were to be replicated.

Finally, try to explain the practical applications of the findings to the real world. Often, this section ends with suggestions for future research.

References
This section has a list of all sources cited in the report (but no others). Every quotation or summary of information from another source which is used in the report must be substantiated with a reference.
The list of references should be presented in alphabetical order based on the surname of the first named author of a source. The formats for referencing in psychology are described in box 1.19.

**Appendices (if any)**

This is where materials which do not fit into the other sections of the report and are easily presented in print format are placed. There should be a different appendix for each set or category of materials. Each appendix should be numbered and have a title (e.g. Appendix 1. Test items for visual perception skills) and be presented on a separate page.

Materials included in an appendix should be referred to in the body of the report (e.g., Test items for visual perception skills (see Appendix 1)).

**Poster report**

A poster is another format for reporting research. In psychology, it is most commonly used for display and discussion at a meeting or conference. It may also be used for reporting research conducted by students in psychology courses.

Poster formats and their specific headers can vary. Generally, a well-constructed poster is less detailed than the written report, covers the key features of the research and is self-explanatory.

The VCE Psychology study design (p. 13) includes a VCAA template ('format') to guide the headings, organisation and content of a poster report, shown at right.

**Examples of how this is done are:**

**Within a sentence**

*One author:* In a study by Smith (2011), participants were required...

*Two authors:* A similar result was reported by Voulos and Jones (2014), who found that...

*Three to five authors:* List all authors (separate the names with commas) and publication date e.g. Black, White, and Grey (2015) studied the effects of...

*Six or more authors:* First author + et al. + date e.g. According to Hemming et al. (2016), the frontal lobes . . .

Note that 'et al.' is a short form of 'et alia', which is Latin for ‘and others’. In this text we prefer to use et al. for citations from journal articles or texts with four or more authors.
At the end of a sentence

One author: Participants who are rewarded are more likely to repeat the response for which they are rewarded (Canasta, 2010).

Two authors: When individuals are anxious they tend to seek the company of other people (James & Mahir, 2012).

Three to five authors: The human stress response has physiological and psychological components (Stavros, Wilson & Pink, 2015).

Six or more authors: therefore, the amygdala has a crucial role in emotion (Hemming et al., 2016).

Citing references within sources

Sometimes you need to cite a source that was referred to by another author; for example, when you read about a study or research finding that was summarised and cited in a textbook. In this case, you would cite the source as follows: Watson (as cited in Jackson, 2012) was concerned about…

Quoting from a source

If you copy (word-for-word) information from another source (instead of summarising the information using your own words), you should use quotation marks at the start and end of the quotation, use an ellipsis (…) when you omit words, and provide the reference and page number.

For example: Tanaka and Schlink (2010) explained the observation in terms of ‘the interaction between short-term memory and long-term memory and … decay of memory traces (p. 92)’.

Reference list

The reference list includes all references used in compiling the report or other document. The references are presented in alphabetical order based on the surname of the first author (if there is more than one) using the formats in the following chart.

<table>
<thead>
<tr>
<th>Type</th>
<th>Format</th>
<th>Example</th>
</tr>
</thead>
</table>
| Book                        | 1. Author. (Surname of author then their initials. If more than one author, all names are presented in the order they appear on the title page of the book.)
|                             | 2. Year of publication. (Enclosed in brackets, followed by a full stop) |
|                             | 3. Title of book. (Italicised and followed by a full stop, but no full stop if there is an edition number) |
|                             | 4. Edition. (If a second or subsequent edition, ‘edition’ is abbreviated, enclosed in brackets and followed by a full stop.) |
|                             | 5. City of publication (and state if city is not well known, followed by a colon) |
|                             | 6. Name of publisher. (Followed by a full stop. Omit terms such as Publishers, Co., and Inc. Retain the words Books or Press.) |
| Chapter or article in an edited book | 1. Author of chapter/article. (Surname of the author, then their initials. If more than one author, all names are presented in the order they appear on the title of the chapter/article.) |
|                             | 2. Year of publication. (Enclosed in brackets, followed by a full stop.) |
|                             | 3. Title of chapter/article. (Not italicised, followed by a full stop and the word In.) |
|                             | 4. Author of book. (Initials of author followed by their surname and Ed. in brackets. If more than one author, all names are presented in the order they appear on the title of the chapter/article and followed by Eds. in brackets.) |
|                             | 5. Title of book. (Italicised and followed by the page numbers in brackets, then a full stop.) |
|                             | 6. City of publication (and state if city is not well known, followed by a colon.) |
|                             | 7. Name of publisher. (Followed by a full stop. Omit terms such as Publishers, Co., and Inc. Retain the words Books or Press.) |

(continued)
### Research Methods in Psychology

**What research methods and key science skills are used in VCE Psychology?**

#### Table of Examples

<table>
<thead>
<tr>
<th>Type</th>
<th>Format</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Journal article</td>
<td>1. Author. (Surname of author then their initials. If more than one author, the names are presented in the order they appear in the article.)&lt;br&gt;2. Year of publication. (Enclosed in brackets, followed by a full stop)&lt;br&gt;3. Title of article. (Followed by a full stop)&lt;br&gt;4. Title of journal. (Underlined or italicised and followed by a comma)&lt;br&gt;5. Volume number of journal. (Italicised and followed by the issue number if there is one in brackets and not italicised, then a comma.)&lt;br&gt;6. Page numbers. (Followed by a full stop.)</td>
<td><strong>One author:</strong> Mandalis, D.S. (2016). Stress and athletic performance. <em>Australian Journal of Psychology</em>, 10, 334–345.&lt;br&gt;<strong>Two or more authors:</strong> Blackmore, A.B., &amp; Chan, I. (2012). Memory decline and aging. <em>Developmental Psychology</em>, 19 (2), 121–128.</td>
</tr>
<tr>
<td>Pamphlet/Brochure/Fact sheet</td>
<td>1. Author. (Surname of author then their initials, or the organisation name, followed by a full stop.)&lt;br&gt;2. Year of publication. (Enclosed in brackets, followed by a full stop.)&lt;br&gt;3. Title (italicised)&lt;br&gt;4. Type. Identify as a pamphlet, brochure or fact sheet. (In brackets, followed by a full stop.)&lt;br&gt;5. City of publication (and state if city is not well known, followed by a colon)&lt;br&gt;6. Name of publisher. (Followed by a full stop.)</td>
<td><strong>Print copy</strong>&lt;br&gt;SANE Australia. (2014). Dealing with a traumatic event when you have a mental illness (Fact sheet, 37). South Melbourne, Vic: Author.&lt;br&gt;<strong>Online</strong>&lt;br&gt; beyondblue. (2014). Specific phobias (Fact sheet). Retrieved from <a href="http://resources.beyondblue.org.au/prism/file?token=BL/0080">http://resources.beyondblue.org.au/prism/file?token=BL/0080</a></td>
</tr>
<tr>
<td>Newspaper/magazine article</td>
<td>1. Author. (Surname of author then their initials. If more than one author, the names are presented in the order they appear in the article.)&lt;br&gt;2. Date of publication. (Enclosed in brackets, with the year before the month and day, followed by a full stop)&lt;br&gt;3. Title of newspaper/magazine. (Italicised and followed by a comma)&lt;br&gt;4. Page numbers. (Followed by a full stop.)</td>
<td><strong>If you know the author:</strong> Paggio, I. (2016, July 20). Improve your memory. <em>The Sunday Age</em>, p. 11.&lt;br&gt;<strong>If you do not know the author:</strong> Video games promote violence. (2017, January 4). <em>Herald Sun</em>, p. 6. <strong>Online:</strong>&lt;br&gt;If accessed online, the URL takes the place of the page number/s, but it is not underlined, active or followed by a full stop e.g. Black, M. (2016, December 12). Study shows practice is beneficial. <em>The Age</em>. Retrieved from <a href="http://www.theage.com.au/">http://www.theage.com.au/</a></td>
</tr>
<tr>
<td>Internet (including Podcasts and YouTube)</td>
<td>1. Author. (Surname of author then their initials, or the organisation name, followed by a full stop.)&lt;br&gt;2. Date of website publication. (If available and enclosed in brackets, followed by a full stop)&lt;br&gt;3. Title of article. (If specified)&lt;br&gt;4. When retrieved if date of publication is not available. (Year, month, date followed by a comma and the word from)&lt;br&gt;5. URL. (Not underlined, active or followed by a full stop.)</td>
<td><strong>Site when publication date is known:</strong>&lt;br&gt;mindhealthconnect. (2015). Phobias. Retrieved from <a href="http://www.mindhealthconnect.org.au/">http://www.mindhealthconnect.org.au/</a>.&lt;br&gt;<strong>When publication date is not known:</strong>&lt;br&gt;Smartie, J. (n.d.). How I felt when I saw a spider. Retrieved 2017, January 12, from <a href="http://XXXXXXXx">http://XXXXXXXx</a>.<strong>Pod cast:</strong>&lt;br&gt;Hammond, C. (2010, August 11). Case study: <em>HM — The man who couldn’t remember</em> (Audio podcast). Retrieved from <a href="http://www.bbc.co.uk/programmes/b00t6zqv">http://www.bbc.co.uk/programmes/b00t6zqv</a>. <strong>YouTube:</strong>&lt;br&gt;Mount Sinai Hospital (2013, April 18). Deep brain stimulation surgery to treat Parkinson’s Disease at Mount Sinai Hospital (Video file). Retrieved from <a href="https://www.youtube.com/watch?v=MEBdXbZ5CDM">https://www.youtube.com/watch?v=MEBdXbZ5CDM</a></td>
</tr>
<tr>
<td>Motion picture (movie), TV, DVD, audio</td>
<td>1. Main contributors. (Surname first, and, in brackets, the role of the main contributors, usually the director and/or writer)&lt;br&gt;2. Year or date released. (Enclosed in brackets and followed by a full stop)&lt;br&gt;3. Title. (Italicised)&lt;br&gt;4. Type. (Identify as a motion picture or other media type, in brackets and followed by a full stop.)&lt;br&gt;5. Origin. (Give the motion picture’s country of origin, where it was primarily made and the name of the production company)</td>
<td><strong>Movie:</strong>&lt;br&gt;Mamin, S.A. (Producer), &amp; Samir, M. (Director). (2010). <em>Old and young</em> (Motion picture). Australia: Billabong Productions. <strong>TV program:</strong>&lt;br&gt;Smith, J. (Executive producer). (2016, December 12). <em>The 7 pm project</em> (Television broadcast). Melbourne, Vic: Network TEN. <strong>DVD:</strong>&lt;br&gt;Hays, P.A. (2015). <em>Culturally responsive cognitive behavior therapy over time</em> (DVD). Available from <a href="http://www.apa.org/pubs/videos/4310945.aspx">http://www.apa.org/pubs/videos/4310945.aspx</a></td>
</tr>
<tr>
<td>Type</td>
<td>Format</td>
<td>Example</td>
</tr>
<tr>
<td>------------------------------------------</td>
<td>------------------------------------------------------------------------</td>
<td>-------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Personal communication or interview</td>
<td>1. <em>Initials and surname of communicator</em>&lt;br&gt;2. <em>Type of communication</em> (in brackets)&lt;br&gt;3. <em>Date of communication</em> (in brackets and followed by full stop).&lt;br&gt;Note: Personal communications are not included in an APA type reference list because they are usually not recoverable/accessible.</td>
<td>J. Smith (interview, December 12, 2016).</td>
</tr>
</tbody>
</table>

**Figure 1.80** Examples of the conventions used by psychologists for referencing. Note the use of commas, full stops and italics.
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KEY TERMS

bar chart  p. 00  
behaviour  p. 00  
Beneficence  p. 00  
biased sample  p. 00  
case study  p. 00  
cohort effect  p. 00  
conclusion  p. 00  
confounding variable  p. 00  
control group  p. 00  
convenience sampling  p. 00  
counterbalancing  p. 00  
cross-sectional study  p. 00  
data  p. 00  
dependent variable (DV)  p. 00  
descriptive statistics  p. 00  
double-blind procedure  p. 00  
ethics  p. 00  
xperiment  p. 00  
experimental group  p. 00  
experimenter effect  p. 00  
external validity  p. 00  
extaneous variable  p. 00  
generalisation  p. 00  
graph  p. 00  
independent groups  p. 00  
independent variable (IV)  p. 00  
individual participant differences  p. 00  
inferential statistics  p. 00  
internal validity  p. 00  
interview  p. 00  
justice  p. 00  
line graph  p. 00  
matched participants  p. 00  
mean  p. 00  
measure of central tendency  p. 00  
measure of variation, p. 00  
mental processes  p. 00  
model  p. 00  
naturalistic observation  p. 00  
non-standardised  p. 00  
observational study  p. 00  
operationalising  p. 00  
order effect  p. 00  
percentage  p. 00  
placebo  p. 00  
placebo effect  p. 00  
population  p. 00  
Primary data  p. 00  
psychology  p. 00  
qualitative data  p. 00  
quantitative data  p. 00  
questionnaire  p. 00  
random allocation  p. 00  
random sampling  p. 00  
rating scale  p. 00  
reliability  p. 00  
repeated measures  p. 00  
replication  p. 00  
reporting conventions  p. 00  
representative sample  p. 00  
research hypothesis  p. 00  
research merit and integrity  p. 00  
respect for human beings  p. 00  
sample  p. 00  
sampling  p. 00  
secondary data  p. 00  
sel-report  p. 00  
single-blind procedure  p. 00  
standard deviation  p. 00  
standardised instructions  p. 00  
standardised instructions and procedures  p. 00  
standardised procedures  p. 00  
stratified sampling  p. 00  
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LEARNING CHECKLIST

Complete the self-assessment checklist below, using ticks and crosses to indicate your understanding of this chapter's key knowledge (a) before and (b) after you attempt the chapter test. Use the 'Comments' column to add notes about your understanding.

<table>
<thead>
<tr>
<th>Key knowledge I need to know about mental health</th>
<th>Self-assessment of key knowledge I understand before chapter test</th>
<th>Self-assessment of key knowledge I need to revisit after chapter test</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
CHAPTER TEST

SECTION A — Multiple-choice questions

Choose the response that is correct or that best answers the question. A correct answer scores 1, an incorrect answer scores 0. Marks will not be deducted for incorrect answers. No marks will be given if more than one answer is completed for any question.

Question 1
Which of the following procedures is an essential feature of any type of psychological experiment?
A. random allocation
B. independent groups
C. double-blind
d. counterbalancing

Question 2
A random sample of VCE students in a school could be achieved by selecting
A. every tenth student walking out of a VCE assembly.
B. all students who walk to school.
C. all students who are enrolled in three or more science studies.
d. all students whose VCE candidate number ends with an even number.

Question 3
Operationalising the variables for an experiment involves
A. strictly controlling all variables that can impact on the dependent variable.
B. describing how the independent and dependent variables will be measured.
C. deciding on the importance of all the experimental variables.
d. providing detailed definitions of the independent and dependent variables.

Question 4
A structured observational study will involve
A. naturalistic observations.
B. observations in contrived setting.
C. the non-participant procedure.
d. a pre-prepared system to guide and record observations.

Question 5
Random allocation and random sampling
A. are avoided by researchers as they are haphazard procedures.
B. differ in that random allocation is used to place participants in groups and random sampling is used to select participants for the research.
C. differ in that random sampling is used to place participants in groups and random allocation is used to select participants for the research.
d. are both used to select participants for an experiment.

Question 6
In an experiment, the group that receives the treatment is called the _____ group, whereas the group that does not is called the _____ group.
A. independent; dependent
B. control; experimental
c. dependent; independent
d. experimental; control

Question 7
A matched participants experiment involves
A. allocating each member of a matched group to a different experimental condition.
B. matching participants to the experimental condition to which they will be allocated.
c. allocating each participant to the same experimental condition.
d. randomly selecting participants, then randomly allocating to a different experimental condition.

Question 8
A researcher selects participants by randomly sampling different groups from a target population. The researcher believes that the sex and religious beliefs of participants will be influential on the results, so the researcher ensures these characteristics are proportionally represented in the sample. This type of sampling procedure is best described as
A. biased.
B. random.
c. stratified.
d. stratified random.

Question 9
Ethical standards in psychological research are intended to ensure that
A. participants are responsible for the research.
B. participants can comment on the results whenever they want to.
c. the rights and wellbeing of the researcher are safeguarded.
d. the rights and wellbeing of participants are not compromised in any way.

Question 10
Heart rate can be an independent variable in an experiment because
A. everyone has a heart.
B. heart rate can be measured.
c. a researcher can manipulate heart rate.
d. participants can manipulate their heart rate.
Question 11
For a normal distribution, about ______ of data values lie within one standard deviation of the mean and about _____ of data values lie within two standard deviations of the mean.
A. 13%; 34%.
B. 34%; 13%.
C. 34%; 68%
D. 68%; 95%

Question 12
A researcher gives vitamin C to one group of research participants and a placebo to another group to measure the effect of vitamin C on the common cold.
The frequency of colds is
A. the independent variable.
B. the dependent variable.
C. an extraneous variable.
D. a confounding variable.

Question 13
An experiment was conducted to assess the effectiveness of a new technique for learning Greek words. One group used the learning technique and another group did not. Both groups were then given the same test of recall of Greek words.
The results showed that the group using the learning technique recalled more Greek words than did the group who did not use the learning technique. In this experiment, ______ is the independent variable, whereas ______ is the dependent variable.
A. number of Greek words correctly recalled; using the learning technique
B. using the learning technique; number of Greek words correctly recalled
C. number of Greek words learned; number of Greek words correctly recalled
D. number of Greek words correctly recalled; number of Greek words learned

Question 14
A researcher intentionally arranged the order in which the conditions of a repeated measures experiment were experienced. This was done to control a practice effect that was expected to occur.
This procedure is most commonly referred to as
A. manipulation.
B. control.
C. counterbalancing.
D. experimenter bias.

Question 15
In a repeated measures experiment, each participant is exposed to
A. all conditions of the experiment.
B. the independent variable only.
C. the independent variable repeatedly.
D. the dependent variable repeatedly.

Question 16
Generalising from of the results of research involves
A. determining the reliability and validity of the results.
B. establishing a cause–effect relationship between the independent and dependent variables.
C. applying the findings obtained from a sample to its population.
D. drawing a conclusion about whether the results support or do not support the hypothesis.

Question 17
Which of the following is an example of a self-report?
A. notes kept by a person with a phobia of research interest
B. the researcher’s raw data collected for their study
C. the researcher’s formal report on their study
D. the researcher’s records in an observation checklist

Question 18
Which of the following researcher behaviours would be considered unethical?
A. informing participants about the results of the experiment
B. preventing a participant from opting out midway through the experiment
C. checking up on the age of a participant when there is doubt that the participant may not be old enough to give informed consent
D. publishing the results of the experiment without obtaining informed consent from the participants

Question 19
A researcher investigated the effect of a new drug designed to improve memory. A placebo was used to control
A. participant expectations.
B. experimenter expectations.
C. experimental error.
D. ethical issues.

Question 20
Before conducting an experiment, a researcher identified all extraneous variables with the potential to affect the dependent variable, then refined the experiment’s design to control the influence of these variables. The researcher did this to help ensure that
A. the independent variable could be manipulated.
B. the dependent variable could be measured.
C. the experiment would be reliable.
D. there would be no confounding variables.

Question 21
The standard research procedure for ensuring control over participant variables and experimenter effects is the use of
A. operationalised variables.
B. the double-blind.
C. standardised variables.
D. the single-blind.
Question 22
A researcher uses test scores as a measure of their dependent variable. The test scores are best described as ________ data.
A. primary
B. secondary and quantitative
C. primary and quantitative
D. primary and qualitative

Question 23
A general description or explanation of a set of observations or findings about behaviour and/or mental processes which seem to be related is best described as a
A. research finding.
B. research hypothesis.
C. generalisation.
D. theory or model.

SECTION B — Short-answer questions
Answer all questions in the spaces provided. Write using black or blue pen.

Question 1 (1 mark)
What is the most essential feature of a research hypothesis?

Question 2 (1 mark)
What is the main purpose of using a control group in an experiment?

Question 3 (2 marks)
Explain why confounding is evident in the following data.

<table>
<thead>
<tr>
<th>Participants</th>
<th>Group 1 (IV present)</th>
<th>Group 1 (IV absent)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number</td>
<td>50</td>
<td>50</td>
</tr>
<tr>
<td>Sex</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Males</td>
<td>40</td>
<td>10</td>
</tr>
<tr>
<td>Females</td>
<td>10</td>
<td>40</td>
</tr>
<tr>
<td>Mean age (years)</td>
<td>35</td>
<td>70</td>
</tr>
<tr>
<td>Mean score on an intelligence test (IQ)</td>
<td>100</td>
<td>130</td>
</tr>
</tbody>
</table>

Question 4 (2 marks)
Distinguish between an extraneous variable and a confounding variable.
Question 5 (2 marks)
How does random allocation in an experiment minimise the likelihood of individual participant differences becoming a confounding variable?

Question 6 (3 marks)
(a) Give an example of a research question or topic for a cross-sectional study that is likely to produce a cohort effect. 1 mark

(b) Explain the problem a cohort effect creates when interpreting the results. 2 marks

Question 7 (2 marks)
Distinguish between internal and external validity in relation to research.

Question 8 (3 marks)
Suppose that a researcher wants to test the hypothesis that participating in psychotherapy will cause a decrease in reported anxiety.
(a) Describe a cross-sectional study that could be used to test this hypothesis. 2 marks

(b) What is a cross-sectional study? 1 mark

Question 9 (4 marks)
(a) Give an example of how each of the following variables of research interest could be operationalised for an experiment.
   (i) student satisfaction as an IV __________________________
       ____________________________________________________________________________________ 1 mark
   (ii) decision making as a DV __________________________
       ____________________________________________________________________________________ 1 mark

(b) Give two reasons to explain why variables of research interest are operationalised. 2 marks
Question 10 (5 marks)
Read the following extract from a student’s report on a research investigation and answer the following questions.

To ensure randomisation, questionnaires were handed out at many different places and at different times throughout the day. Moreover, by choosing to sample a relatively large population, we were able to ensure that the average results of many individual results would produce a stable result.

(a) Identify the sampling procedure. 1 mark

(b) Explain whether or not the researcher actually ‘ensured randomisation’. 2 marks

(c) What technical term do psychologists use to refer to ‘stable results’? 1 mark

(d) Explain whether ‘stable results’ were actually achieved. 1 mark

SECTION C — Research scenario (15 marks)

To test the effectiveness of a new sleeping pill, a researcher conducts an experiment at the participants’ homes rather than in a sleep laboratory.

Eighteen volunteer adult participants, who reported that they have been suffering from sleep-onset insomnia (i.e. difficulty falling asleep) for more than a year, are each given a packet of 14 pills and asked to take one each night for 14 consecutive nights, 15 minutes before their usual sleeping time. They are also given a special apparatus to record the time they fall asleep. The apparatus, worn on the body, measures various physiological responses associated with sleep–awake states, has a timing device and has been reported by participants in previous studies as not being uncomfortable in any way.

The participants do not know that they have been randomly allocated to either of two groups. The researcher’s assistant is also unaware of the group to which each participant has been allocated. Group 1 has nine participants whose pills are arranged in the pack so that pills 1 to 7 are the new sleeping pills, and pills 8 to 14 look and taste like the sleeping pills but do not contain the sleep-inducing chemical. Group 2 also has nine participants, but their pills are arranged so that pills 1 to 7 are the fake pills and pills 8 to 14 are the new sleeping pills.

The results are shown in the following table.

<table>
<thead>
<tr>
<th></th>
<th>Group</th>
<th>Mean time (minutes)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Sleeping pills</td>
<td>Non-sleeping pills</td>
</tr>
<tr>
<td>1</td>
<td>37</td>
<td>64</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>78</td>
<td>31</td>
<td></td>
</tr>
</tbody>
</table>

Question 1 (2 marks)
Operationalise the independent and dependent variables in the experiment:

• independent variable 1 mark

• dependent variable 1 mark
Question 2 (1 mark)
Explain an ethical standard that should have been followed for this experiment.

Question 3 (2 marks)
Explain the difference between a placebo effect and an experimenter effect in relation to this experiment.

Question 4 (10 marks)
The researcher believed that their experimental research design was the most suitable for the purposes of this study. Explain whether you agree or disagree with the researcher. In your answer, ensure that you:
• Name the experimental research design used by the researcher.
• Compare a strength and a limitation of this experimental research design with a strength and a limitation of an alternative experimental research design that the researcher could have used.
• Discuss the double-blind procedure in relation to this experiment.
• Discuss counterbalancing in relation to this experiment.
• Identify potential extraneous or confounding variables that may have affected the results of the experiment and the extent to which these variables were controlled.

Return to the checklist on page xxx and complete your self-assessment of areas of key knowledge where you need to do more work to improve your understanding.
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