
Clinical Psychology

Quantitative sophistication is increasingly central to
research in clinical psychology. Both our theories
and the statistical techniques available to test our
hypotheses have grown in complexity over the last
few decades, such that the novice clinical researcher
now faces a bewildering array of analytic options.
The purpose of this article is to provide a con-
ceptual overview of the use of statistics in clinical
science. The first portion of this article describes
five major research questions that clinical psychology
researchers commonly address and provides a brief
overview of the statistical methods that frequently are
employed to address each class of questions. These
questions are neither exhaustive nor mutually exclu-
sive, but rather are intended to serve as a heuristic
for organizing and thinking about classes of research
questions in clinical psychology and the techniques
most closely associated with them. The second por-
tion of the article articulates guiding principles that
underlie the responsible use of statistics in clini-
cal psychology.

Five Classes of Research Questions in
Clinical Psychology

Defining and Measuring Constructs

Careful attention to the definition and measurement
of constructs is the bread and butter of clinical
research. Constructs refer to abstract psychological
entities and phenomena such as depression, mari-
tal violence, genetic influences, attention to negative
information, acculturation, and cognitive-behavioral
therapy (CBT). We specify these unobserved vari-
ables (see Latent Variable), as well as their interre-
lationships, in a theoretical model (e.g., CBT might
be assumed to decrease depression in one’s partner,
which then decreases the likelihood of marital vio-
lence in the relationship). Our measurement model
(see Measurement: Overview) specifies the way
in which we operationally define the constructs of
interest (e.g., our ‘measurement variable’, or ‘indica-
tor variable’, for the construct of depression might
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be patient scores on the Beck Depression Inventory
(BDI) [4]). Finally, our analytical model refers to the
way in which we statistically evaluate the hypothe-
sized relationships between our measured variables
(e.g., we might use structural-equation modeling
(SEM), analysis of variance (ANOVA), or logis-
tic regression). Later in this article, we discuss the
importance of the consistency between these three
models for making valid inferences about a theoret-
ical model, as well as the importance of ‘starting
at the top’ (i.e., the importance of theory for the
rapid advancement of clinical research). Readers are
urged to consult McFall and Townsend [36] for a
more comprehensive overview of the specification
and evaluation of the multiple layers of scientific
models in clinical research.

Deciding how best to measure our constructs –
that is, specifying the measurement model for the the-
oretical model of interest – is a critical first step in
every clinical research project. Sometimes this step
entails a challenging process of thinking logically
and theoretically about how best to assess a partic-
ular construct. Consider, for example, the difficulty
in defining what ‘counts’ as a suicide attempt. Is
any dangerous personal action ‘suicidal’ (e.g., driv-
ing recklessly, jumping from high places, mixing
barbiturates and alcohol)? Does the person have to
report intending to kill herself, or are others’ percep-
tions of her intention enough? How should intention
be assessed in the very young or the developmen-
tally delayed? Does the exhibited behavior have to
be immediately life-threatening? What about life-
threatening parasuicidal behaviors? Similar difficul-
ties arise in attempting to decide how to assess phys-
ical child abuse, cognitive therapy, or an episode of
overeating. These examples are intended to highlight
the importance of recognizing that all phenomena
of interest to clinical researchers are constructs. As
a result, theoretical models of a construct and the
chosen measurement models always should be dis-
tinguished – not collapsed and treated as one and the
same thing – and the fit between theoretical and mea-
surement models should be maximized.

More commonly, defining and measuring con-
structs entails scale development, in which resear-
chers (a) create a set of items that are believed to
assess the phenomenon or construct; (b) obtain many
participants’ responses to these items; and (c) use
factor-analytic techniques (see History of Factor
Analysis: Statistical Perspective) to reduce the
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complexity of the numerous items to a much smaller
subset of theoretically interpretable constructs, which
commonly are referred to as ‘factors’ or ‘latent vari-
ables’. For example, Walden, Harris, and Catron [53]
used factor analysis when developing ‘How I Feel’, a
measure on which children report the frequency and
intensity of five emotions (happy, sad, mad, excited,
and scared), as well as how well they can control
these emotions. The authors generated 30 relevant
items (e.g., the extent to which children were ‘scared
almost all the time’ during the past three months)
and then asked a large number of children to respond
to them. Exploratory factor analyses of the data
indicated that three underlying factors, or constructs,
accounted for much of the variability in children’s
responses: Positive Emotion, Negative Emotion, and
Control. For example, the unobserved Negative Emo-
tion factor accounted particularly well for variability
in children’s responses to the sample item above (i.e.,
this item showed a large factor loading on the Neg-
ative Emotion factor, and small factor loadings on
the remaining two factors). One particularly useful
upshot of conducting a factor analysis is that it pro-
duces factor scores, which index a participant’s score
on each of the underlying latent variables (e.g., a
child who experiences chronic sadness over which
she feels little control presumably would obtain a
high score on the Negative Emotion factor and a
lot score on the Control factor). Quantifying factor
scores remains a controversial enterprise, however,
and researchers who use this technique should under-
stand the relevant issues [20]. Both Reise, Waller, and
Comrey [44] and Fabrigar, Wegener, MacCallum,
and Strahan [19] provide excellent overviews of the
major decisions that clinical researchers must make
when using exploratory factor-analytic techniques.

Increasingly, clinical researchers are making use
of confirmatory factor-analytic techniques when
defining and measuring constructs. Confirmatory app-
roaches require researchers to specify both the num-
ber of factors and which items load on which fac-
tors prior to inspection and analysis of the data.
Exploratory factor-analytic techniques, on the other
hand, allow researchers to base these decisions in
large part on what the data indicate are the best
answers. Although it may seem preferable to let the
data speak for themselves, the exploratory approach
capitalizes on sampling variability in the data, and
the resulting factor structures may be less likely to
cross-validate (i.e., to hold up well in new samples

of data). Thus, when your theoretical expectations are
sufficiently strong to place a priori constraints on the
analysis, it typically is preferable to use the confirma-
tory approach to evaluate the fit of your theoretical
model to the data. Walden et al. [53] followed up the
exploratory factor analysis described above by using
confirmatory factor analysis to demonstrate the valid-
ity and temporal stability of the factor structure for
‘How I Feel’.

Clinical researchers also use item response
theory, often in conjunction with factor-analytic app-
roaches, to assist in the definition and measurement
of constructs [17]. A detailed description of this
approach is beyond the scope of this article, but it
is helpful to note that this technique highlights the
importance of inspecting item-specific measurement
properties, such as their difficulty level and their
differential functioning as indicators of the construct
of interest. For clinical examples of the application
of this technique, see [27] and [30].

Cluster analysis is an approach to construct defi-
nition and measurement that is closely allied to factor
analysis but exhibits one key difference. Whereas
factor analysis uncovers unobserved ‘factors’ on the
basis of the similarity of variables, cluster analy-
sis uncovers unobserved ‘typologies’ on the basis
of the similarity of people. Cluster analysis entails
(a) selecting a set of variables that are assumed to
be relevant for distinguishing members of the dif-
ferent typologies; (b) obtaining many participants’
responses to these variables; and (c) using cluster-
analytic techniques to reduce the complexity among
the numerous participants to a much smaller sub-
set of theoretically interpretable typologies, which
commonly are referred to as ‘clusters’. Represen-
tative recent examples of the use of this technique
can be found in [21] and [24]. Increasingly, clinical
researchers also are using latent class analysis and
taxometric approaches to define typologies of clini-
cal interest, because these methods are less descrip-
tive and more model-based than most cluster-analytic
techniques. See [40] and [6], respectively, for appli-
cation of these techniques to defining and measuring
clinical typologies.

Evaluating Differences between Either
Experimentally Created or Naturally Occurring
Groups

After establishing a valid measurement model for the
particular theoretical constructs of interest, clinical
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researchers frequently evaluate hypothesized group
differences in dependent variables (DVs) using one of
many analytical models. For this class of questions,
group serves as a discrete independent or quasi-
independent variable (IV or QIV). In experimen-
tal research, group status serves as an IV, because
participants are assigned randomly to groups, as in
randomized controlled trials. In quasi-experimental
research, in contrast, group status serves as a QIV,
because group differences are naturally occurring,
as in psychopathology research, which examines the
effect of diagnostic membership on various measures.
Thus, when conducting quasi-experimental research,
it often is unclear whether the QIV (a) ‘causes’ any
of the observed group differences; (b) results from
the observed group differences; or (c) has an illu-
sory relationship with the DV (e.g., a third variable
has produced the correlation between the QIV and
the DV). Campbell and Stanley [9] provide an excel-
lent overview of the theoretical and methodological
issues surrounding the distinction between quasi-
experimental and experimental research and describe
the limits of causality inferences imposed by the use
of quasi-experimental research designs.

In contrast to the IV or QIV, the DVs can be
continuous or discrete and are presumed to reflect
the influence of the IV or QIV. Thus, we might
be interested in (a) evaluating differences in per-
fectionism (the DV) for patients who are diag-
nosed with anorexia versus bulimia (a QIV, because
patients are not assigned randomly to disorder type);
(b) examining whether the frequency of rehospital-
ization (never, once, two or more times) over a
two-year period (the DV) varies for patients whose
psychosis was or was not treated with effective
antipsychotic medication during the initial hospi-
talization (an IV, if drug assignment is random);
(c) investigating whether the rate of reduction in
hyperactivity (the DV) over the course of psy-
chopharmacological treatment with stimulants is
greater for children whose parents are assigned ran-
domly to implement behavioral-modification pro-
grams in their homes (an IV); (d) assessing whether
the time to a second suicide attempt (the DV)
is shorter for patients who exhibit marked, rather
than minimal, impulsivity (a QIV); or (e) eval-
uating whether a 10-day behavioral intervention
versus no intervention (an IV) reduces the over-
all level of a single child’s disruptive behavior
(the DV).

What sets apart this class of questions about the
influence of an IV or QIV on a DV is the discrete-
ness of the predictor; the DVs can be practically
any statistic, whether means, proportions, frequen-
cies, slopes, correlations, time until a particular event
occurs, and so on. Thus, many statistical techniques
aim to address the same meta-level research ques-
tion about group differences but they make differ-
ent assumptions about the nature of the DV. For
example, clinical researchers commonly use ANOVA
techniques to examine group differences in means
(perhaps to answer question 1 above); chi-square or
log-linear approaches to evaluate group differences
in frequencies (question 2; see [52]); growth-curve
or multilevel modeling (MLM) (see Hierarchical
Models) techniques to assess group differences in
the intercept, slope, or acceleration parameters of a
regression line (question 3; see [48] for an example);
survival analysis to investigate group differences in
the time to event occurrence, or ‘survival time’ (ques-
tion 4; see [7] and [8]); and interrupted time-series
analysis to evaluate the effect of an intervention on
the level or slope of a single participant’s behav-
ior within a multiple-baseline design (question 5;
see [42] for an excellent example of the application of
this approach). Thus, these five very different analyti-
cal models all aim to evaluate very similar theoretical
models about group differences. A common exten-
sion of these analytical models provides simultaneous
analysis of two or more DVs (e.g., Multivariate
Analysis of Variance (MANOVA) evaluates mean
group differences in two or more DVs).

Many analyses of group differences necessitate
inclusion of one or more covariates, or variables
other than the IV or QIV that also are assumed to
influence the DV and may correlate with the predic-
tor. For example, a researcher might be interested
in evaluating the influence of medication compli-
ance (a QIV) on symptoms (the DV), apart from the
influence of social support (the covariate). In this cir-
cumstance, researchers commonly use Analysis of
Covariance (ANCOVA) to ‘control for’ the influ-
ence of the covariate on the DV. If participants are
assigned randomly to levels of the IV, then ANCOVA
can be useful for increasing the power of the eval-
uation of the effect of the IV on the DV (i.e., a
true effect is more likely to be detected). If, how-
ever, participants are not assigned randomly to IV
levels and the groups differ on the covariate – a com-
mon circumstance in clinical research and a likely
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characteristic of the example above – then ANCOVA
rarely is appropriate (i.e., this analytical model likely
provides an invalid assessment of the researcher’s
theoretical model). This is an underappreciated mat-
ter of serious concern in psychopathology research,
and readers are urged to consult [39] for an excellent
overview of the relevant substantive issues.

Predicting Group Membership

Clinical researchers are interested not only in exam-
ining the effect of group differences on variables of
interest (as detailed in the previous section) but also
in predicting group differences. In this third class of
research questions, group differences become the DV,
rather than the IV or QIV. We might be interested
in predicting membership in diagnostic categories
(e.g., schizophrenic or not) or in predicting impor-
tant discrete clinical outcomes (e.g., whether a person
commits suicide, drops out of treatment, exhibits
partner violence, reoffends sexually after mandated
treatment, or holds down a job while receiving inten-
sive case-management services). In both cases, the
predictors might be continuous, discrete, or a mix
of both. Discriminant function analysis (DFA) and
logistic regression techniques commonly are used to
answer these kinds of questions. Note that researchers
use these methods for a purpose different than that of
researchers who use the typology-definition methods
discussed in the first section (e.g., cluster analysis,
latent class analysis); the focus in this section is on
the prediction of group membership (which already
is known before the analysis), rather than the discov-
ery of group membership (which is unknown at the
beginning of the analysis).

DFA uses one or more weighted linear combi-
nations of the predictor variables to predict group
membership. For example, Hinshaw, Carte, Sami,
Treuting, and Zupan [22] used DFA to evaluate
how well a class of 10 neuropsychiatric variables
could predict the presence or absence of attention-
deficit/hyperactivity disorder (ADHD) among ado-
lescent girls. Prior to conducting the DFA, Hinshaw
and colleagues took the common first step of using
MANOVA to examine whether the groups differed
on a linear combination of the class of 10 variables
(i.e., they first asked the group-differences question
that was addressed in the previous section). Having
determined that the groups differed on the class of

variables, as well as on each of the 10 variables in iso-
lation, the authors then used DFA to predict whether
each girl did or did not have ADHD. DFA estimated
a score for each girl on the weighted linear com-
bination (or discriminant function) of the predictor
variables, and the girl’s predicted classification was
based on whether her score cleared a particular cut-
off value that also was estimated in the analysis. The
resulting discriminant function, or prediction equa-
tion, then could be used in other samples or studies to
predict the diagnosis of girls for whom ADHD status
was unknown. DFA produces a two-by-two classi-
fication table, in which the two dimensions of the
table are ‘true’ and ‘predicted’ states (e.g., the pres-
ence or absence of ADHD). Clinical researchers use
the information in this table to summarize the predic-
tive power of the collection of variables, commonly
using a percent-correct index, a combination of sen-
sitivity and specificity indices, or a combination of
positive and negative predictive power indices. The
values of these indices frequently vary as a function
of the relative frequency of the two states of inter-
est, as well as the cutoff value used for classification
purposes, however. Thus, researchers increasingly are
turning to alternative indices without these limita-
tions, such as those drawn from signal-detection
theory [37].

Logistic regression also examines the prediction
of group membership from a class of predictor vari-
ables but relaxes a number of the restrictive assump-
tions that are necessary for the valid use of DFA
(e.g., multivariate normality, linearity of relation-
ships between predictors and DV, and homogene-
ity of variances within each group). Whereas DFA
estimates a score for each case on a weighted lin-
ear combination of the predictors, logistic regression
estimates the probability of one of the outcomes
for each case on the basis of a nonlinear (logis-
tic) transformation of a weighted linear combination
of the predictors. The predicted classification for a
case is based on whether the estimated probability
clears an estimated cutoff. Danielson, Youngstrom,
Findling, and Calabrese [16] used logistic regres-
sion in conjunction with signal-detection theory tech-
niques to quantify how well a behavior inventory
discriminated between various diagnostic groups. At
this time, logistic regression techniques are pre-
ferred over DFA methods, given their less-restrictive
assumptions.
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Evaluating Theoretical Models That Specify a
Network of Interrelated Constructs

As researchers’ theoretical models for a particular
clinical phenomenon become increasingly sophis-
ticated and complex, the corresponding analytical
models also increase in complexity (e.g., evaluat-
ing a researcher’s theoretical models might require
the simultaneous estimation of multiple equations
that specify the relationships between a network of
variables). At this point, researchers often turn to
either multiple-regression models (MRM) (see Mul-
tiple Linear Regression) or SEM to formalize their
analytical models. In these models, constructs with
a single measured indicator are referred to as mea-
sured (or manifest) variables; this representation of
a construct makes the strong assumption that the
measured variable is a perfect, error-free indicator
of the underlying construct. In contrast, constructs
with multiple measured indicators are referred to as
latent variables; the assumption in this case is that
each measured variable is an imperfect indicator of
the underlying construct and the inclusion of multiple
indicators helps to reduce error.

MRM is a special case of SEM in which
all constructs are treated as measured variables
and includes single-equation multiple-regression
approaches, path-analytic methods, and linear
multilevel models techniques. Suppose, for example,
that you wanted to test the hypothesis that the
frequency of negative life events influences the
severity of depression, which in turn influences
physical health status. MRM would be sufficient to
evaluate this theoretical model if the measurement
model for each of these three constructs included
only a single variable. SEM likely would become
necessary if your measurement model for even one
of the three constructs included more than one
measured variable (e.g., if you chose to measure
physical health status with scores on self-report scale
as well as by medical record review, because you
thought that neither measure in isolation reliably
and validly captured the theoretical construct of
interest). Estimating SEMs requires the use of
specialized software, such as LISREL, AMOS, M-
PLUS, Mx, or EQS (see Structural Equation
Modeling: Software).

Two types of multivariate models that are par-
ticularly central to the evaluation and advancement

of theory in clinical science are those that spec-
ify either mediation or moderation relationships
between three or more variables [3]. Mediation hypo-
theses specify a mechanism (B) through which one
variable (A) influences another (C). Thus, the exam-
ple in the previous paragraph proposes that severity
of depression (B) mediates the relationship between
the frequency of negative life events (A) and physi-
cal health (C); in other words, the magnitude of the
association between negative life events and physi-
cal health should be greatly reduced once depression
enters the mix. The strong version of the mediation
model states that the A-B-C path is causal and com-
plete – in our example, that negative life events cause
depression, which in turn causes a deterioration in
physical health – and that the relationship between A
and C is completely accounted for by the action of
the mediator. Complete mediation is rare in social sci-
ence research, however. Instead, the weaker version
of the mediation model is typically more plausible,
in which the association between A and C is reduced
significantly (but not eliminated) once the mediator
is introduced to the model.

In contrast, moderation hypotheses propose that
the magnitude of the influence of one variable (A) on
another variable (C) depends on the value of a third
variable (B) (i.e., moderation hypotheses specify an
interaction between A and B on C). For example,
we might investigate whether socioeconomic status
(SES) (B) moderates the relationship between nega-
tive life events (A) and physical health (C). Concep-
tually, finding a significant moderating relationship
indicates that the A–C relationship holds only for
certain subgroups in the population, at least when
the moderator is discrete. Such subgroup findings are
useful in defining the boundaries of theoretical mod-
els and guiding the search for alternative theoretical
models in different segments of the population.

Although clinical researchers commonly specify
mediation and moderation theoretical models, they
rarely design their studies in such a way as to be able
to draw strong inferences about the hypothesized the-
oretical models (e.g., many purported mediation mod-
els are evaluated for data collected in cross-sectional
designs [54], which raises serious concerns from both
a logical and data-analytic perspective [14]). More-
over, researchers rarely take all the steps necessary to
evaluate the corresponding analytical models. Greater
attention to the relevant literature on appropriate
statistical evaluation of mediation and moderation
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hypotheses should enhance the validity of our infer-
ences about the corresponding theoretical models [3,
23, 28, 29].

In addition to specifying mediating or moderat-
ing relationships, clinical researchers are interested
in networks of variables that are organized in a
nested or hierarchical fashion. Two of the most com-
mon hierarchical, or multilevel, data structures are
(a) nesting of individuals within social groups or
organizations (e.g., youths nested within classrooms)
or (b) nesting of observations within individuals (e.g.,
multiple symptoms scores over time nested within
patients). Prior to the 1990s, options for analyzing
these nested data structures were limited. Clinical
researchers frequently collapsed multilevel data into
a flat structure (e.g., by disaggregating classroom data
to the level of the child or by using difference scores
to measure change within individuals). This strategy
resulted in the loss of valuable information contained
within the nested data structure and, in some cases,
violated assumptions of the analytic methods (e.g.,
if multiple youths are drawn from the same class-
room, their scores will likely be correlated and violate
independence assumptions). In the 1990s, however,
advances in statistical theory and computer power led
to the development of MLM techniques. Conceptu-
ally, MLM can be thought of as hierarchical multiple
regression, in which regression equations are esti-
mated for the smallest (or most nested) unit of analy-
sis and then the parameters of these regression equa-
tions are used in second-order analyses. For example,
a researcher might be interested in both individual-
specific and peer-group influences on youth aggres-
sion. In an MLM analysis, two levels of regression
equations would be specified: (a) a first-level equa-
tion would specify the relationship of individual-level
variables to youth aggression (e.g, gender, attention
problems, prior history of aggression in a different
setting, etc.); and (b) a second-level equation would
predict variation in these individual regression param-
eters as a function of peer-group variables (e.g., the
effect of average peer socioeconomic status (SES)
on the relationship between gender and aggression).
In practice, these two levels are estimated simultane-
ously. However, given the complexity of the models
that can be evaluated using MLM techniques, it is
frequently useful to map out each level of the MLM
model separately. For a through overview of MLM
techniques and available statistical packages, see the
recent text by Raudenbush and Byrk [43], and for

recent applications of MLM techniques in the clinical
literature, see [41] and [18].

Researchers should be forewarned that numerous
theoretical, methodological, and statistical complex-
ities arise when specifying, estimating, and evalu-
ating an analytical model to evaluate a hypothe-
sized network of interrelated constructs, particularly
when using SEM methods. Space constraints preclude
description of these topics, but researchers who wish
to test more complex theoretical models are urged
to familiarize themselves with the following particu-
larly important issues: (a) Evaluation and treatment
of missing-data patterns; (b) assessment of power for
both the overall model and for individual parameters
of particular interest; (c) the role of capitalization
on chance and the value of cross-validation when
respecifying poorly fitting models; (d) the impor-
tance of considering different models for the network
of variables that make predictions identical to those
of the proposed theoretical model; (e) the selection
and interpretation of appropriate fit indices; and (f)
model-comparison and model-selection procedures
(e.g., [2, 14, 25, 32, 33, 34, 51]). Finally, researchers
are urged to keep in mind the basic maxim that the
strength of causal inferences is affected strongly by
research design, and the experimental method applied
well is our best strategy for drawing such infer-
ences. MRM and SEM analytical techniques often
are referred to as causal models, but we deliberately
avoid that language here. These techniques may be
used to analyze data from a variety of experimental
or quasi-experimental research designs, which may or
may not allow you to draw strong causal inferences.

Synthesizing and Evaluating Findings Across
Studies or Data Sets

The final class of research questions that we con-
sider is research synthesis or meta-analysis. In meta-
analyses, researchers describe and analyze empiri-
cal findings across studies or datasets. As in any
other research enterprise, conducting a meta-analysis
(a) begins with a research question and statement of
hypotheses; (b) proceeds to data collection, coding,
and transformation; and (c) concludes with analysis
and interpretation of findings. Meta-analytic investi-
gations differ from other studies in that the unit of
data collection is the study rather than the partici-
pant. Accordingly, ‘data collection’ in meta-analysis
is typically an exhaustive, well-documented literature
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search, with predetermined criteria for study inclusion
and exclusion (e.g., requiring a minimum sample size
or the use of random assignment). Following initial
data collection, researchers develop a coding scheme
to capture the critical substantive and methodological
characteristics of each study, establish the reliability
of the system, and code the findings from each inves-
tigation. The empirical results of each investigation
are transformed into a common metric of effect sizes
(see [5] for issues about such transformations). Effect
sizes then form the unit of analysis for subsequent
statistical tests. These statistical analyses may range
from a simple estimate of a population effect size in a
set of homogenous studies to a complex multivariate
model designed to explain variability in effect sizes
across a large, diverse literature.

Meta-analytic inquiry has become a substantial
research enterprise within clinical psychology, and
results of meta-analyses have fueled some of the most
active debates in the field. For example, in the 1980s
and 1990s, Weisz and colleagues conducted several
reviews of the youth therapy treatment literature,
estimated population effect sizes for the efficacy
of treatment versus control conditions, and sought
to explain variability in these effect sizes in this
large and diverse treatment literature (e.g., [56]).
Studies included in the meta-analyses were coded for
theoretically meaningful variables such as treatment
type, target problem, and youth characteristics. In
addition, studies were classified comprehensively
in terms of their methodological characteristics –
from the level of the study (e.g., sample size,
type of control group) down to the level of each
individual outcome measure, within each treatment
group, within each study (e.g., whether a measure
was an unnecessarily reactive index of the target
problem). This comprehensive coding system allowed
the investigators to test the effects of the theoretical
variables of primary interest as well as to examine
the influence of methodological quality on their
findings. Results of these meta-analyses indicated that
(a) structured, behavioral treatments outperformed
unstructured, nonbehavioral therapies across the child
therapy literature; and (b) psychotherapy in everyday
community clinic settings was more likely to entail
use of nonbehavioral treatments and to have lower
effect sizes than those seen in research studies of
behavioral therapies (e.g., [55]). The debate provoked
by these meta-analytic findings continues, and the
results have spurred research on the moderators of

therapy effects and the dissemination of evidence-
based therapy protocols to community settings.

As our example demonstrates, meta-analysis can
be a powerful technique to describe and explain vari-
ability in findings across an entire field of inquiry.
However, meta-analysis is subject to the same limi-
tations as other analytic techniques. For example, the
effects of a meta-analysis can be skewed by biased
sampling (e.g., an inadequate literature review), use
of a poor measurement model (e.g., an unreliable
scheme for coding study characteristics), low power
(e.g., an insufficiently large literature to support test-
ing cross-study hypotheses), and data-quality prob-
lems (e.g., a substantial portion of the original stud-
ies omit data necessary to evaluate meta-analytic
hypotheses, such as a description of the ethnicity of
the study sample). Furthermore, most published meta-
analyses do not explicitly model the nested nature
of their data (e.g., effect sizes on multiple symptom
measures are nested within treatment groups, which
are nested within studies). Readers are referred to the
excellent handbook by Cooper and Hedges [15] for
a discussion of these and other key issues involved
in conducting a meta-analysis and interpreting meta-
analytic data.

Overarching Principles That Underlie the
Use of Statistics in Clinical Psychology

Having provided an overview of the major research
questions and associated analytical techniques in clin-
ical psychology, we turn to a brief explication of
four principles and associated corollaries that char-
acterize the responsible use of statistics in clinical
psychology. The intellectual history of these princi-
ples draws heavily from the work and insight of such
luminaries as Jacob Cohen, Alan Kazdin, Robert
McCallum, and Paul Meehl. Throughout this section,
we refer readers to more lengthy articles and texts
that expound on these principles.

Principle 1: The specification and evaluation of
theoretical models is critical to the rapid advance-
ment of clinical research.

Corollary 1: Take specification of theoretical, mea-
surement, and analytical models seriously. As the-
oretical models specify unobserved constructs and
their interrelationships (see earlier section on defining
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and measuring constructs), clinical researchers must
draw inferences about the validity of their theoret-
ical models from the fit of their analytical models.
Thus, the strength of researchers’ theoretical infer-
ences depends critically on the consistency of the
measurement and analytical models with the theo-
retical models [38]. Tightening the fit between these
three models may preclude the use of ‘off-the-shelf’
measures or analyses, when existing methods do not
adequately capture the constructs or their hypothe-
sized interrelationships. For example, although more
than 25 years of research document the outstand-
ing psychometric properties of the BDI, the BDI
emphasizes the cognitive and affective aspects of the
construct of depression more than the vegetative and
behavioral aspects. This measurement model may be
more than sufficient for many investigations, but it
would not work well for others (e.g., a study targeting
sleep disturbance). Neither measurement nor analyti-
cal models are ‘assumption-free’, so we must attend
to the psychometrics of measures (e.g., their relia-
bility and validity), as well as to the assumptions of
analytical models. Additionally, we must be careful to
maintain the distinctions among the three models. For
example, clinical researchers tend to collapse the the-
oretical and measurement models as work progresses
in a particular area (e.g., we reify the construct of
depression as the score on the BDI). McFall and
Townsend [36] provide an eloquent statement of this
and related issues.

Corollary 2: Pursue theory-driven, deductive app-
roaches to addressing research questions whenever
possible, and know the limitations of relying on more
inductive strategies. Ad hoc storytelling about the
results of innumerable exploratory data analyses is
a rampant research strategy in clinical psychology.
Exploratory research and data analysis often facilitate
the generation of novel theoretical perspectives, but
it is critical to replicate the findings and examine
the validity of a new theoretical model further before
taking it too seriously.

Principle 2: The heart of the clinical research
enterprise lies in model (re-)specification, evalu-
ation, and comparison.

Corollary 1: Identify the best model from a set of
plausible alternatives, rather than evaluating the ade-
quacy of a single model. Clinical researchers often

evaluate a hypothesized model only by comparing
it to models of little intrinsic interest, such as a
null model that assumes that there is no relation-
ship between the variables or a saturated model that
accounts perfectly for the observed data. Serious con-
cerns still may arise in regard to a model that fits
significantly better than the null model and nonsignif-
icantly worse than the saturated model, however,
(see [51] for an excellent overview of the issues
that this model-fitting strategy raises). For exam-
ple, a number of equivalent models may exist that
make predictions identical to those of the model of
interest [34]. Alternatively, nonequivalent alternative
models may account as well or better for the observed
data. Thus, methodologists now routinely recommend
that researchers specify and contrast competing the-
oretical models (both equivalent and nonequivalent)
because this forces the researcher to specify and eval-
uate a variety of theoretically based explanations for
the anticipated findings [34, 51].

Corollary 2: Model modifications may increase the
validity of researchers’ theoretical inferences, but
they also may capitalize on sampling variability.
When the fit of a model is less than ideal, clini-
cal researchers often make post hoc modifications
to the model that improve its fit to the observed
data set. For example, clinical researchers who use
SEM techniques often delete predictor variables,
modify the links between variables, or alter the pat-
tern of relationships between error terms. Other ana-
lytic techniques also frequently suffer from similar
overfitting problems (e.g., stepwise regression (see
Regression Models), DFA). These data-driven mod-
ifications improve the fit of the model significantly
and frequently can be cast as theoretically motivated.
However, these changes may do little more than cap-
italize on systematic but idiosyncratic aspects of the
sample data, in which case the new model may not
generalize well to the population as a whole [33, 51].
Thus, it is critical to cross-validate respecified mod-
els by evaluating their adequacy with data from a
new sample; alternatively, researchers might develop
a model on a randomly selected subset of the sam-
ple and then cross-validate the resulting model on the
remaining participants. Moreover, to be more certain
that the theoretical assumptions about the need for the
modifications are on target, it is important to evalu-
ate the novel theoretical implications of the modified
model with additional data sets.
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Principle 3: Mastery of research design and the
mechanics of statistical techniques is critical to the
validity of researchers’ statistical inferences.

Corollary 1: Know your data. Screening data is a
critical first step in the evaluation of any analyti-
cal model. Inspect and address patterns of missing
data (e.g., pair-wise deletion, list-wise deletion, esti-
mation of missing data). Evaluate the assumptions of
statistical techniques (e.g., normality of distributions
of errors, absence of outliers, linearity, homogeneity
of variances) and resolve any problems (e.g., make
appropriate data transformations, select alternative
statistical approaches). Tabachnick and Fidell [50]
provide an outstanding overview of the screening pro-
cess in the fourth chapter of their multivariate text.

Corollary 2: Know the power of your tests. Jacob
Cohen [10] demonstrated more than four decades
ago that the power to detect hypothesized effects
was dangerously low in clinical research, and more
recent evaluations have come to shockingly similar
conclusions [47, 49]. Every clinical researcher should
understand how sample size, effect size, and α affect
power; how low power increases the likelihood of
erroneously rejecting our theoretical models; and
how exceedingly high power may lead us to retain
uninteresting theoretical models. Cohen’s [12] power
primer is an excellent starting place for the faint of
heart.

Corollary Three: Statistics can never take you beyond
your methods. First, remember GIGO (garbage in –
garbage out): Running statistical analyses on garbage
measures invariably produces garbage results. Know
and care deeply about the psychometric properties
of your measures (e.g., various forms of reliabil-
ity, validity, and generalizability; see [26] for a
comprehensive overview). Second, note that statis-
tical techniques rarely can eliminate confounds in
your research design (e.g., it is extremely difficult
to draw compelling causal inferences from quasi-
experimental research designs). If your research ques-
tions demand quasi-experimental methods, familiar-
ize yourself with designs that minimize threats to
the internal and external validity of your conclu-
sions [9, 26].

Principle 4: Know the limitations of Null-
Hypothesis Statistical Testing (NHST).

Corollary 1: The alternative or research hypotheses
tested within the NHST framework are very imprecise
and almost always true at a population level. With
enough power, almost any two means will differ
significantly, and almost any two variables will
show a statistically significant correlation. This weak
approach to the specification and evaluation of
theoretical models makes it very difficult to reject or
falsify a theoretical model, or to distinguish between
two theoretical explanations for the same phenomena.
Thus, clinical researchers should strive to develop
and evaluate more precise and risky predictions about
clinical phenomena than those traditionally examined
with the NHST framework [11, 13, 31, 38]. When the
theoretical models in a particular research area are not
advanced enough to allow more precise predictions,
researchers are encouraged to supplement NHST
results by presenting confidence intervals around
sample statistics [31, 35].

Corollary 2: P values do not tell you the likelihood
that either the null or alternative hypothesis is true.
P values specify the likelihood of observing your
findings if the null hypothesis is true – not the
likelihood that the null hypothesis is true, given your
findings. Similarly, (1.0 – p) is not equivalent to
the likelihood that the alternative hypothesis is true,
and larger values of (1.0 – p) do not mean that the
alternative hypothesis is more likely to be true [11,
13]. Thus, as Abelson [1] says, ‘Statistical techniques
are aids to (hopefully wise) judgment, not two-valued
logical declarations of truth or falsity’ (p. 9–10).

Corollary 3: Evaluate practical significance as well
as statistical significance. The number of ‘tabular
asterisks’ in your output (i.e., the level of signifi-
cance of your findings) is influenced strongly by your
sample size and indicates more about reliability than
about the practical importance of your findings [11,
13, 38]. Thus, clinical researchers should report infor-
mation on the practical significance, or magnitude,
of their effects, typically by presenting effect-size
indices and the confidence intervals around them [13,
45, 46]. Researchers also should evaluate the ade-
quacy of an effect’s magnitude by considering the
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domain of application (e.g., a small but reliable effect
size on mortality indices is nothing to scoff at!).

Conclusions

Rapid advancement in the understanding of complex
clinical phenomena places heavy demands on clinical
researchers for thoughtful articulation of theoreti-
cal models, methodological expertise, and statistical
rigor. Thus, the next generation of clinical psychol-
ogists likely will be recognizable in part by their
quantitative sophistication. In this article, we have
provided an overview of the use of statistics in clini-
cal psychology that we hope will be particularly help-
ful for students and early career researchers engaged
in advanced statistical and methodological training.
To facilitate use for teaching and training purposes,
we organized the descriptive portion of the article
around core research questions addressed in clinical
psychology, rather than adopting alternate organiza-
tional schemes (e.g., grouping statistical techniques
on the basis of mathematical similarity). In the second
portion of the article, we synthesized the collective
wisdom of statisticians and methodologists who have
been critical in shaping our own use of statistics in
clinical psychological research. Readers are urged to
consult the source papers of this section for thought-
ful commentary relevant to all of the issues raised in
this article.
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