Derivative Pricing, Numerical Methods

Numerical methods are needed for derivatives pricing in cases where analytic solutions are either unavailable or not easily computable. Examples of the former case include American-style options and most discretely observed path-dependent options. Examples of the latter type include the analytic formula for valuing continuously observed Asian options in [28], which is very hard to calculate for a wide range of parameter values often encountered in practice, and the closed form solution for the price of a discretely observed partial barrier option in [32], which requires high dimensional numerical integration.

The subject of numerical methods in the area of derivatives valuation and hedging is very broad. A wide range of different types of contracts are available, and in many cases there are several candidate models for the stochastic evolution of the underlying state variables. Many subtle numerical issues can arise in various contexts. A complete description of these would be very lengthy, so here we will only give a sample of the issues involved.

Our plan is to first present a detailed description of the different methods available in the context of the Black–Scholes–Merton [6, 43] model for simple European and American-style equity options. There are basically two types of numerical methods: techniques used to solve partial differential equations (PDEs) (these include the popular binomial and trinomial tree approaches), and Monte Carlo methods. We will then describe how the methods can be adapted to more general contexts, such as derivatives dependent on more than one underlying factor, path-dependent derivatives, and derivatives with discontinuous payoff functions. Familiarity with the basic theory of derivative pricing will generally be assumed, though some of the basic concepts will be reviewed when we discuss the binomial method. Readers seeking further information about these topics should consult texts such as [33, 56], which are also useful basic references for numerical methods.

To set the stage, consider the case of a nondividend paying stock with a price \( S \), which evolves according to geometric Brownian motion

\[
dS = \mu S \, dt + \sigma S \, dB,
\]

where the drift rate \( \mu \) and volatility \( \sigma \) are assumed to be constants, and \( B \) is a standard Brownian motion. Following the standard no-arbitrage analysis, the value \( V \) of a derivative claim on \( S \) may be found by solving the partial differential equation

\[
\frac{1}{2} \sigma^2 S^2 V_{SS} + r S V_S + V_t - r V = 0,
\]

subject to appropriate boundary conditions. Note that in (2), subscripts indicate partial derivatives, \( r \) is the continuously compounded risk free interest rate, and \( t \) denotes time. As (2) is solved backward from the maturity date of the derivative contract \( T \) to the present, it is convenient to rewrite it in the form

\[
V_t = \frac{1}{2} \sigma^2 S^2 V_{SS} + r S V_S - r V,
\]

where \( \tau = T - t \). The terminal payoff of the contract becomes an initial condition for (3). For instance, a European call option with an exercise price of \( K \) has a value at expiry of \( V(S, t = T) = V(S, \tau = 0) = \max(S_T - K, 0) \), where \( S_T \) is the underlying stock price at time \( T \). Similarly, a European put option would have a payoff condition of \( V(S, t = T) = \max(K - S_T, 0) \). For these simple examples, there is no need for a numerical solution because the Black–Scholes formula offers a well-known and easily computed analytic solution. Nonetheless, these problems provide useful checks for the performance of numerical schemes.

It is also important to note that we can solve (2) by calculating an expectation. This follows from the Feynman–Kac solution (see [23] for more details)

\[
V(S, t) = \exp \left( -r(T-t) \right) \mathbb{E}^* \left( V(S, T) \right),
\]

where the expectation operator \( \mathbb{E} \) is superscripted with * to indicate that we are calculating the expected terminal payoff of the contract not under the process (1), but under a modified version of it, where \( \mu \) is replaced with the risk free interest rate \( r \). Formulation (4) is the basis for Monte Carlo methods of option valuation.

The Binomial Method

Perhaps the easiest numerical method to understand is the binomial method that was originally developed in [21]. We begin with the simplest model of uncertainty; there is one period, and the underlying
stock price can take on one of two possible values at the end of this period. Let the current stock price be \( S \), and the two possible values after one period be \( Su \) and \( Sd \), where \( u \) and \( d \) are constants with \( u > d \). Denote one plus the risk free rate for the period as \( R \). Absence of arbitrage requires that \( u > R > d \) (if \( u \leq R \), then the stock would be dominated by a risk free bond; if \( R < d \), then the stock would dominate the risk free bond). Figure 1 provides an illustration of this model.

We know the value of the option at expiry as a function of \( S \). Suppose we are valuing a European call option with strike price \( K \). Then the payoff is \( V_0 = \max(Su - K, 0) \), if \( S = Su \) at \( T \) and \( V_0 = \max(Sd - K, 0) \), if \( S = Sd \) at that time. Consider an investment strategy involving the underlying stock and a risk free bond that is designed to replicate the option’s payoff. In particular, suppose we buy \( h \) shares of stock and invest \( C \) in the risk free asset. We pick \( h \) and \( C \) to satisfy

\[
\begin{align*}
hsu + RC &= Vu \\
hsd + RC &= Vd.
\end{align*}
\]

This just involves solving two linear equations in two unknowns. The solution is

\[
\begin{align*}
h &= \frac{Vu - Vd}{Su - Sd} \\
C &= \frac{VdSU - VuSd}{RS(U - Sd)}.
\end{align*}
\]

The cost of entering into this strategy at the start of the period is \( hs + C \). No-arbitrage considerations then tell us that the price of the option today must equal the cost of this alternative investment strategy that produces the same future payoffs as the option.

\[
V = \frac{Vu - Vd}{Su - Sd} + \frac{S(Vu - Vd)}{RS(U - Sd)}
\]

\[
= \frac{Vu - Vd}{u - d} + Vd u - Vd d
\]

\[
= \frac{1}{R} \left( \left( \frac{R - d}{u - d} \right) Vu + \left( \frac{u - R}{u - d} \right) Vd \right)
\]

\[
= \frac{1}{R} [\pi Vu + (1 - \pi) Vd].
\]

In other words,

\[
V = \frac{Vu - Vd}{Su - Sd} S + \frac{S(Vu - Vd)}{RS(U - Sd)}
\]

\[
= \frac{Vu - Vd}{u - d} + Vd u - Vd d
\]

\[
= \frac{1}{R} \left( \left( \frac{R - d}{u - d} \right) Vu + \left( \frac{u - R}{u - d} \right) Vd \right)
\]

\[
= \frac{1}{R} [\pi Vu + (1 - \pi) Vd].
\]

where \( \pi = (R - d)/(u - d) \). Note that the no-arbitrage restriction \( u > R > d \) implies that \( 0 < \pi < 1 \), so we can interpret \( \pi \) (and \( 1 - \pi \)) as probabilities, giving the intuitively appealing notion of discounting expected future payoffs to arrive at today’s value. If these probabilities were the actual probabilities of the stock price movement over the period, then the expected rate of return on the stock would be \( \pi u + (1 - \pi) d = R \). So (7) indicates that we calculate derivative values by assuming that the underlying asset has an expected growth rate equal to the risk free interest rate, calculating expected option payoffs, and then discounting at the risk free interest rate. The correspondence with (4) is obvious.

Although the model above is clearly far too simple to be of any practical relevance, it can easily be extended to a very useful scheme, simply by dividing the derivative contract life into various subperiods. In each subperiod, the underlying asset will be allowed to move to one of two possible values. This will allow us to construct a tree or lattice. With \( n \) subperiods, we will have a total of \( 2^n \) possible stock price paths through the tree. In order to keep things manageable, we will assume that \( d = 1/u \). Then a \( u \) move followed by a \( d \) move will lead to the same stock price as two moves in the opposite sequence. This ultimately gives \( n + 1 \) terminal stock prices, vastly improving the efficiency of the numerical scheme (in fact, without a recombining tree, constraints on computer memory may make it impossible to implement a binomial method with a realistic number of subperiods). Figure 2 provides an illustration for the case of \( n = 3 \) subperiods. There are four terminal stock prices, but eight possible paths in the tree. (The nodes \( Su^3 \) and \( Sd^3 \) can each only be reached at by a single path, with either three consecutive \( u \) moves or three consecutive \( d \) moves. The node \( Su^2d \) can be reached in three ways, each involving two \( u \) moves and one \( d \) move."

**Figure 1** A one-period binomial model
move. Similarly, three paths lead to the node $S_u^2$.) As we move through the tree, the implied hedging strategy (6) will change, requiring a rebalance of the replicating portfolio. As it turns out, the replicating portfolio is self-financing, meaning that any changes in its composition are financed internally. The entire cost of following the strategy comes from its initial setup. Thus we are assured that the price of the option is indeed the initial cost of the replication strategy.

The binomial method can easily be programmed to contain hundreds (if not thousands) of subperiods. The initial option value is calculated by rolling backwards through the tree from the known terminal payoffs. Every node prior to the end leads to two successor nodes, so we are simply repeating the one period model over and over again. We just apply (7) at every node.

In the limit as $n \to \infty$, we can converge to the Black–Scholes solution in continuous time. Let $r$ be the continuously compounded risk free interest rate, $\sigma$ be the annual standard deviation of the stock price, and let $\Delta t$ be the time interval for each step (e.g. with $T = 1$ year and $n = 50$, $\Delta t = 0.02$). We will converge to the Black–Scholes price as $\Delta t \to 0$ (that is, as $n \to \infty$), if we set $u = e^{\sigma \sqrt{\Delta t}}$, $d = 1/u$, and $\pi = (e^{\Delta t} - d)/(u - d)$.

In addition to the option value, we are frequently interested in estimating the 'Greeks'. These are hedging parameters such as delta ($\partial V/\partial S$) and gamma ($\partial^2 V/\partial S^2$). In the context of the binomial method, these can be estimated by simply taking numerical derivatives of option values in the stock price tree. One simple trick often used to improve accuracy involves taking a couple of extra timesteps (backwards beyond the starting date), so that more than one value is available at the timestep corresponding to the initial time. This permits these derivatives to be evaluated at that time, rather than one or two timesteps later.

The binomial method is easily adaptable to the case of American options. As we roll back through the tree, we simply replace the computed value from above (which is the value of holding onto the option for another timestep) with the maximum of this and its payoff if it were to be exercised rather than held. This provides a very simple and efficient algorithm.

Table 1 presents an illustrative example for European and American put options with $S = K = 100$, $r = 0.08$, $T = 1$, and $\sigma = 0.30$. The Black–Scholes value for the European put is 8.0229, so in this case we get a quite accurate answer with at most a few hundred timesteps. The rate of convergence for this type of numerical method may be assessed by repeatedly doubling the number of timesteps (and hence the number of grid points), and calculating the ratio of successive changes in the computed solution value. This will be around two if convergence is at a first order or linear rate, and approximately four if

### Table 1

<table>
<thead>
<tr>
<th>No. of timesteps</th>
<th>European put</th>
<th>American put</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Value</td>
<td>Change</td>
</tr>
<tr>
<td>50</td>
<td>7.9639</td>
<td>n.a.</td>
</tr>
<tr>
<td>100</td>
<td>7.9934</td>
<td>0.0295</td>
</tr>
<tr>
<td>200</td>
<td>8.0082</td>
<td>0.0148</td>
</tr>
<tr>
<td>400</td>
<td>8.0156</td>
<td>0.0074</td>
</tr>
<tr>
<td>800</td>
<td>8.0192</td>
<td>0.0036</td>
</tr>
<tr>
<td>1600</td>
<td>8.0211</td>
<td>0.0019</td>
</tr>
</tbody>
</table>
convergence is at a second order or quadratic rate. It is well-known that the standard binomial model exhibits linear convergence. This is borne out in Table 1 for both the European and American cases.

The ease of implementation and conceptual simplicity of the binomial method account for its enduring popularity. It is very hard to find a more efficient algorithm for simple options. Numerous researchers have extended it to more complicated settings. However, as we shall see below, this is often not an ideal strategy.

### Numerical PDE Methods

A more general approach is to solve (3) using a numerical PDE approach. There are several different possibilities here including finite differences, finite elements, and finite volume methods. In a one-dimensional setting, the differences between these various techniques are slight; in many cases all of these approaches give rise to the same set of discrete equations and the same option values.

We will consider the finite difference approach here as it is the easiest to describe. The basic idea is to replace the derivatives in (3) with discrete differences. Here as it is the easiest to describe. The basic idea is to replace the derivatives in (3) with discrete differences. For the moment, let us consider the derivatives with respect to \( S \). Let \( V_i \) denote the option value at grid node \( i \). Using a first-order Taylor’s series expansion, we can approximate \( V_S \) at node \( i \) by either the forward difference

\[
V_S \approx \frac{V_{i+1} - V_i}{S_{i+1} - S_i}. \tag{8}
\]

or the backward difference

\[
V_S \approx \frac{V_i - V_{i-1}}{S_i - S_{i-1}}. \tag{9}
\]

where \( \approx \) serves to remind us that we are ignoring higher-order terms. Defining \( \Delta S_{i+1} = S_{i+1} - S_i \) (and similarly for \( \Delta S_i \)), we can form a central difference approximation by combining (8) and (9) to get

\[
V_S \approx \frac{V_{i+1} - V_{i-1}}{\Delta S_{i+1} + \Delta S_i}. \tag{10}
\]

In the case where \( \Delta S_i = \Delta S_{i+1} \), this is a second-order approximation. (It is possible to derive a more complicated expression which is second order correct for an unevenly spaced grid, but this is not used much in practice because grid spacing typically changes fairly gradually, so there is not much cost to using the simpler expression (10).) Similarly, using higher-order expansions and some tedious manipulations, we can derive the following approximation for the second derivative with respect to the stock price at node \( i \)

\[
V_{SS} \approx \frac{V_{i+1} - 2V_i + V_{i-1}}{\Delta S_{i+1} + \Delta S_i}. \tag{11}
\]

This is also only first-order correct, but for an equally spaced grid with \( \Delta S_i = \Delta S_{i+1} = \Delta S \), it reduces to

\[
V_{SS} \approx \frac{V_{i+1} - 2V_i + V_{i-1}}{(\Delta S)^2}. \tag{12}
\]

which is second-order accurate. We will also use a first-order difference in time to approximate \( V_t \). Letting \( V^n_i \) denote the option value at node \( i \) and time level \( n \), we have (at node \( i \))

\[
V_t \approx \frac{V^{n+1}_i - V^n_i}{\Delta t}. \tag{13}
\]

where \( \Delta t \) is the discrete timestep size. Note that hedging parameters such as delta and gamma can be easily estimated using numerical differentiation of the computed option values on the grid.

Different methods arise depending upon the time level at which the spatial derivatives are evaluated.
Note that we are seeking to advance the discrete solution forward from time \( n \) to \( n + 1 \). (Recall that we are using the forward equation (3), so time is actually running backwards.) If we evaluate these derivatives at the old time level \( n \), we have an explicit method. In this case, plugging in our various approximations to the PDE, we obtain

\[
\frac{V_{n+1} - V_n}{\Delta \tau} = \frac{\sigma^2}{2} S^2_1 \left[ \frac{V_{i+1}^n - V_{i-1}^n}{\Delta S_{i+1} + \Delta S_i} + \frac{V_{i-1}^n - V_i^n}{\Delta S_{i-1} + \Delta S_i} \right] + r S_i \left( \frac{V_{i+1}^n - V_{i-1}^n}{\Delta S_{i+1} + \Delta S_i} \right) - r V_i^n. \tag{14}
\]

This can be rearranged to get

\[
V_i^n + 1 = \alpha_i \Delta \tau V_i^n + \left[ 1 - (\alpha_i + \beta_i + r) \Delta \tau \right] V_i^n + \beta_i \Delta \tau V_{i+1}^n, \tag{15}
\]

where

\[
\alpha_i = \frac{\sigma^2 S_i^2}{\Delta S_i (\Delta S_{i+1} + \Delta S_i)} - \frac{r S_i}{\Delta S_{i+1} + \Delta S_i}, \tag{16}
\]

\[
\beta_i = \frac{\sigma^2 S_i^2}{\Delta S_{i+1} (\Delta S_{i+1} + \Delta S_i)} + \frac{r S_i}{\Delta S_{i+1} + \Delta S_i}. \tag{17}
\]

Similarly, we can derive an implicit method by evaluating the spatial derivatives at the new time level \( n + 1 \). Skipping over the details, we arrive at

\[
\begin{align*}
- \alpha_i V_{i-1}^n + [1 + (\alpha_i + \beta_i + r) \Delta \tau] V_i^n + \beta_i V_{i+1}^n &= V_i^n. \tag{18}
\end{align*}
\]

Using our ordinary differential equation \( V_i = -r V \) at \( S = 0 \) and an appropriately specified boundary condition \( V_p = V(S_p) \) at \( S_{\text{max}} \), we can combine (15) and (18) into a compact expression. In particular, let \( V^n \) be a column vector containing the elements of the solution at time \( n \), that is, \( V^n = [V_0^n, V_1^n, \ldots, V_p^n] \). Also, let the matrix, \( A \), be given by

\[
A = \begin{bmatrix}
    r & 0 & 0 & 0 & 0 \\
    -\alpha_2 & (r + \alpha_2 + \beta_2) & -\beta_2 & 0 & 0 \\
    0 & -\alpha_3 & (r + \alpha_3 + \beta_3) & -\beta_3 & 0 \\
    0 & 0 & \cdots & \cdots & \cdots \\
    0 & 0 & \cdots & 0 & -\alpha_{p-1} & (r + \alpha_{p-1} + \beta_{p-1}) & -\beta_{p-1} \\
    0 & 0 & \cdots & 0 & 0 & 0 & 0 \\
\end{bmatrix}. \tag{19}
\]

Then we can write

\[
(I + \theta A \Delta \tau) V_{n+1} = (I - (1 - \theta) A \Delta \tau) V_n. \tag{20}
\]

where \( I \) is the identity matrix. Note that \( \theta = 0 \) is an explicit method, while \( \theta = 1 \) gives an implicit scheme. Either of these approaches is first-order correct in time. A second-order scheme can be obtained by specifying \( \theta = 1/2 \). This is known as a Crank–Nicolson method.

It is worth noting that what the literature refers to as trinomial trees are effectively just explicit finite difference methods. (Trinomial trees are similar to the binomial method, except that the stock price can branch to any of three, not two, successor nodes. To be precise, there is a slight difference between the explicit finite difference method described here and the traditional trinomial tree. This arises from treating the \( r V \) term in the PDE (3) in an implicit fashion.) Although this is well known, what is less commonly mentioned in the literature is that we can also view the binomial method as a particular explicit finite difference method using a log-transformed version of (3) (see [31]). Therefore, all of the observations below regarding explicit type methods also apply to the binomial and trinomial trees that are pervasive in the literature.

It is critical that any numerical method be stable. Otherwise, small errors in the computed solution can grow exponentially, rendering it useless. Either a Crank–Nicolson or an implicit scheme is unconditionally stable, but an explicit method is stable if and only if

\[
\Delta \tau \leq \min_i \left[ \frac{1}{\alpha_i + \beta_i + r} \right]. \tag{21}
\]

In the case of a uniformly spaced grid where \( \Delta S_{i+1} = \Delta S_i = \Delta S \), (21) simplifies to

\[
\Delta \tau \leq \min_i \frac{\Delta S^2_i}{\sigma^2 S_i^2 + r \Delta S^2}. \tag{22}
\]
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This indicates that the timestep size must be very small if the grid spacing is fine. This can be a very severe limitation in practice because of the following reasons:

- It can be very inefficient for valuing long-term derivative contracts. Because of the parabolic nature of the PDE (3), the solution tends to smooth out as we proceed further in time, so we would want to be taking larger timesteps.
- A fine grid spacing is needed in cases where the option value has discontinuities (such as digital options or barrier options). This can lead to a prohibitively small timestep.

By contrast, neither Crank–Nicolson nor implicit methods are subject to this stability restriction. This gives them the potential for considerably more flexibility in terms of grid design and timestep size as compared to explicit methods.

Boundary conditions are another consideration. For explicit methods, there is no need to specify them because we can solve backwards in time in a triangular region (much like the binomial method, but with three branches). Some authors claim this is a significant advantage for explicit methods [34]. Balanced against this, however, is the fact that pricing problems of long enough maturity eventually lead to an excessive number of nodes (because we do not impose a boundary condition at $S_{\text{max}}$, the highest stock price in the tree keeps on growing).

This does, however, lead to the issue of how large $S_{\text{max}}$ needs to be. Various rules-of-thumb are cited in the literature, such as three or four times the exercise price. A call option will typically require a larger value than a put, since for a call the payoff function is $\max(S_T - K, 0)$, while it is zero for a put. In general, it can be shown that $S_{\text{max}}$ should be proportional to $\sigma \sqrt{T}$, so options either on underlying assets with high volatilities, or with long times until expiry, should have higher values of $S_{\text{max}}$.

Another issue concerns the solution of (20). Explicit methods ($\theta = 0$) determine $V_i^{n+1}$ as a linear combination of three nodes at the preceding timestep, so there is no need to solve a set of simultaneous linear equations. This makes them easier to use than either Crank–Nicolson or implicit methods, which require solving a set of linear equations. However, $A$ is a tridiagonal matrix (the only nonzero entries are on the diagonal, and on each adjacent side of it in each row). This means that the system can be solved very quickly and efficiently using algorithms such as described in [46].

Although this is only first-order correct, the effects on the accuracy of our numerical solution are generally negligible. This is because the only nodes where a switch to forward differencing is required are remote from the region of interest, at least across a broad range of typical parameter values. For instance, suppose we use a uniform grid with $\Delta S_i = \Delta S = S_i = i \Delta S$. Then, $\alpha_i$ in (16) will be nonnegative provided that $\sigma^2 \geq r / i$. Note that the case $i = 0$ does not apply since that is the boundary where $S = 0$. If $r = 0.06$ and $\sigma = 0.30$, then we will never switch to forward differences. If $r = 0.12$ and $\sigma = 0.15$, then we will move to forward differences for $i \leq 5$, that is, only for the first five interior nodes near the lower boundary. Note, however, that this may not be true in other contexts, such as interest rate or stochastic volatility models featuring mean-reversion.

What about an explicit method? It turns out that the stability restriction implies that $\alpha_i \geq 0$, so this is not an issue for this type of approach. However, for a Crank–Nicolson scheme, things are unfortunately rather ambiguous. As noted in [61], we can only guarantee that spurious oscillations will not occur if we restrict the timestep size to twice the maximum stable explicit timestep size. If we do not do this, then oscillations may occur, but we cannot tell in advance. However, they will be most prone to happen in situations where the solution is changing rapidly, such as near a discretely observed barrier, or close
to the strike price of a digital option. As will be discussed below, there are ways of mitigating the chance that oscillations will occur.

We have noted that an advantage of Crank–Nicolson and implicit methods over explicit methods is the absence of a timestep size restriction for stability. This permits the use of unevenly spaced grids that can provide significant efficiency gains in certain contexts. It also allows us to choose timestep sizes in a more flexible fashion, which offers some further benefits. First, it is straightforward to change the timestep size, so that timesteps can be aligned with intermediate cash flow dates, arising from sources such as dividend payments made by the underlying stock or coupons from a bond. Second, values of long-term derivatives can be computed much more efficiently if we exploit the ability to take much larger timesteps as we move away from the expiry time. Third, it is not generally possible to achieve second-order convergence for American options using constant timesteps [25]. While it is possible to alter the timestep suitably in an explicit scheme, the tight coupling of the grid spacing and timestep size due to the stability restriction makes it considerably more complicated. Some examples of this may be found in [24].

A simple, automatic, and quite effective method for choosing timestep sizes is described in [37]. Given an initial timestep size, a new timestep is selected according to the relative change in the option price over the previous timestep at various points on the $S$ grid. Of course, we also want to ensure that timesteps are chosen to match cash flow dates, or observation intervals for discretely monitored path-dependent options. One caveat with the use of a timestep selector involves discrete barrier options. As the solution changes extremely rapidly near such barriers, chosen timesteps will be excessively small, unless we limit our checking to values of $S$ that are not very close to a barrier.

To illustrate the performance of these various methods in a simple case, we return to our earlier example of a European put with $S = K = 100$, $r = 0.08$, $T = 1$, and $\sigma = 0.30$. Table 2 presents

<table>
<thead>
<tr>
<th>No. of grid nodes</th>
<th>No. of timesteps</th>
<th>Value</th>
<th>Change</th>
<th>Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>Explicit</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>51</td>
<td>217</td>
<td>8.0037</td>
<td>n.a.</td>
<td>n.a.</td>
</tr>
<tr>
<td>101</td>
<td>833</td>
<td>8.0181</td>
<td>0.0144</td>
<td>n.a.</td>
</tr>
<tr>
<td>201</td>
<td>3565</td>
<td>8.0217</td>
<td>0.0036</td>
<td>4.00</td>
</tr>
<tr>
<td>401</td>
<td>14 329</td>
<td>8.0226</td>
<td>0.0009</td>
<td>4.00</td>
</tr>
<tr>
<td>Implicit</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>51</td>
<td>50</td>
<td>7.9693</td>
<td>n.a.</td>
<td>n.a.</td>
</tr>
<tr>
<td>101</td>
<td>100</td>
<td>8.0026</td>
<td>0.0333</td>
<td>n.a.</td>
</tr>
<tr>
<td>201</td>
<td>200</td>
<td>8.0144</td>
<td>0.0118</td>
<td>2.82</td>
</tr>
<tr>
<td>401</td>
<td>400</td>
<td>8.0191</td>
<td>0.0047</td>
<td>2.51</td>
</tr>
<tr>
<td>801</td>
<td>800</td>
<td>8.0211</td>
<td>0.0020</td>
<td>2.35</td>
</tr>
<tr>
<td>1601</td>
<td>1600</td>
<td>8.0220</td>
<td>0.0009</td>
<td>2.22</td>
</tr>
<tr>
<td>Crank–Nicolson</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>51</td>
<td>50</td>
<td>7.9974</td>
<td>n.a.</td>
<td>n.a.</td>
</tr>
<tr>
<td>101</td>
<td>100</td>
<td>8.0166</td>
<td>0.0192</td>
<td>n.a.</td>
</tr>
<tr>
<td>201</td>
<td>200</td>
<td>8.0215</td>
<td>0.0047</td>
<td>4.09</td>
</tr>
<tr>
<td>401</td>
<td>400</td>
<td>8.0225</td>
<td>0.0012</td>
<td>3.92</td>
</tr>
<tr>
<td>801</td>
<td>800</td>
<td>8.0228</td>
<td>0.0030</td>
<td>4.00</td>
</tr>
<tr>
<td>1601</td>
<td>1600</td>
<td>8.0229</td>
<td>0.0010</td>
<td>3.00</td>
</tr>
</tbody>
</table>
results for explicit, implicit, and Crank–Nicolson methods. Since in this simple case there is not much of an advantage to using nonuniform grid spacing or uneven timestep sizes, we simply start with an evenly spaced grid running from $S = 0$ to $S = 200$. We then refine this grid a number of times, each time by just inserting a new node halfway between previously existing nodes. For the implicit and Crank–Nicolson cases, the number of timesteps is initially set at 50 and doubled with each grid refinement. The number of timesteps in the explicit case cannot be determined in this way. In this example, we use the largest stable explicit timestep size. In order to satisfy the stability criterion (21), the number of timesteps must increase by roughly a factor of 4 with each grid refinement. This implies an increase in computational work of a factor of 8 with each refinement (versus 4 in the cases of both implicit and Crank–Nicolson). This limits our ability to refine the grid for this scheme, in that computational time becomes excessive. (This is obviously somewhat dependent on the particular implementation of the algorithm. In this case, no particular effort was made to optimize the performance of any of the methods. It is worth noting, however, that the explicit method with 401 grid points (and 14 329 timesteps) requires almost triple the computational time as the implicit method with 1601 grid points and 1600 timesteps.) It also means that the apparent quadratic convergence indicated in Table 2 for the explicit case is actually misleading (the value of 4 in the ‘Ratio’ column would demonstrate second-order convergence if the number of timesteps was being doubled, not quadrupled). All of the methods do converge, however, with the rate for the implicit method being approximately linear and that for Crank–Nicolson being approximately quadratic. For this particular example, time truncation error appears to be more significant than spatial truncation error. Notice how far the implicit method is away from the other two methods on the coarsest spatial grid. The explicit method does substantially better on this grid because it takes more than four times as many timesteps, while Crank–Nicolson does much better with the same number of timesteps as implicit because it is second-order accurate in time.

It must be said, however, that for this simple example, there is no compelling reason to use any of these methods over the binomial method. Comparing Tables 1 and 2, we observe that the binomial method requires 400 timesteps (and thus 401 terminal grid nodes) to achieve an absolute error of 0.01 (for the European case), while the explicit method requires 101 nodes (and 833 timesteps). This level of accuracy is attained by the implicit method with 201 nodes and 200 timesteps, and by the Crank–Nicolson method with half as many nodes and timesteps. But this ignores computational time and coding effort. It also ignores the fact that we only calculate the option value for a single value of $S$ with the binomial method, whereas we compute it across the entire grid for the other techniques. Roughly speaking, the binomial method takes about the same amount of CPU time as the implicit method to achieve an error within 0.01. The Crank–Nicolson method takes around 75% as much CPU time as these methods, while the explicit technique takes about half as long. If we are only interested in the option value for a particular value on the $S$ grid, then the binomial method performs quite well, and it has the virtue of requiring far less effort to implement.

Monte Carlo Methods

Monte Carlo methods are based on the Feynman–Kac solution (4). Originally introduced to the option pricing literature in [7], they have found wide applicability ever since. An excellent survey may be found in [9], and we shall rely heavily on it here. The basic idea is as follows. Recall the stochastic differential equation (1), which models the evolution of the underlying stock price over time. (Also recall that for derivative valuation, we replace the real drift rate $\mu$ with the risk free rate $r$.) We can simulate this evolution forward in time using the approximation

$$S(t + \Delta t) = S(t) + r S(t) \Delta t + \sigma S(t) \sqrt{\Delta t} Z,$$

where $Z \sim N(0, 1)$. This gives us values of $S$ at $t = 0$, $t = \Delta t$, $2\Delta t$, etc. We carry out this procedure until we reach the expiry time of the option contract $T$. Applying the payoff function to this terminal value for $S$ gives us one possible realization for the ultimate value of the option. Now imagine repeating this many times, building up a distribution of option values at $T$. Then, according to (4), we can simply average these values and discount back to today, at the risk free interest rate, to compute the current value of the option. Hedging parameters such as delta and gamma may be calculated using techniques described in [14].
It should be noted that for the simple case of geometric Brownian motion (1), we can integrate to get the exact solution

$$S(T) = S(0) \exp\left[\left(\frac{r - \sigma^2}{2}\right) T + \sigma \sqrt{T} Z\right],$$  

(26)

where once again $Z \sim N(0, 1)$. This avoids the error due to the first-order approximation (25). (There are higher-order approximation schemes, but these are not commonly used because they involve considerably higher computational overhead. See, for example [40], for a thorough discussion of these methods.) Unfortunately, exact expressions like (26) are rare.

Monte Carlo simulations produce a statistical estimate of the option value. Associated with it is a standard error that tends to zero at the rate of $M$ mate of the option value. Associated with it is a standard error that tends to zero at the rate of $M$.

Incidentally, for a thorough discussion of these methods, see, for example, [40]. Unfortunately, exact expressions like (26) are rare.

Monte Carlo simulations produce a statistical estimate of the option value. Associated with it is a standard error that tends to zero at the rate of $M$ mate of the option value. Associated with it is a standard error that tends to zero at the rate of $M$.

value using antithetic variates is

$$\hat{V}_{AV} = \frac{1}{M} \sum_{i=1}^{M} V(S_i^T) e^{-rT} + V(S_i^T) e^{-rT}.$$  

(28)

To calculate the standard error using this method, observe that $Z_i$ and $-Z_i$ are not independent. Therefore the sample standard deviation of the $M$ values of $[V(S_i^T) e^{-rT} + V(S_i^T) e^{-rT}] / 2$ should be used.

Another method to drive down the variance is the control variate technique. Here we draw on the description in [9], which is more general than typically provided in references. The basic idea is as follows. Suppose there is another related option pricing problem for which we know the exact answer. (For example, consider the case in [7] in which the solution for an option on a stock that does not pay dividends is used as a control variate for valuing an option on a stock that does pay dividends.) Denote the exact value of the related problem by $\hat{W}$, and its estimated value using Monte Carlo as $\hat{W}$. Then the control variate estimator of the option value of interest is

$$\hat{V}_{CV} = \hat{V} + \beta (\hat{W} - \hat{W}).$$  

(29)

The intuition is simple: we adjust our estimated price from standard Monte Carlo using the difference between the known exact value and its Monte Carlo estimate. As noted in [9], it is often assumed that $\beta = 1$, but that is not necessarily an optimal, or even good, choice. To minimize variance, the optimal value is

$$\beta^* = \frac{\text{Cov}(\hat{V}, \hat{W})}{\text{Var}(\hat{W})}. $$  

(30)

This can be estimated via linear regression using an additional prior set of independent simulations. Observe that the common choice of $\beta = 1$ implicitly assumes perfect positive correlation.

As a third possibility, importance sampling can sometimes be used to dramatically reduce variance. The intuition is easiest for pricing out-of-the-money options. Consider the example of an out-of-the-money put, with the current stock price above the strike. Since we simulate forward with a positive drift, most of the simulated stock price paths will finish out-of-the-money, contributing nothing to our estimated option value. In other words, much of our computational effort will be wasted. Alternatively, we
can change the drift in our simulations, so that more of them will finish in-the-money. Provided we appropriately weight the result using a likelihood ratio, we will get the correct option value. In particular, let \( S_T^{\mu} \) be the terminal stock price using a different drift rate \( \mu \). Then

\[
\hat{V}_{\text{IS}} = \frac{1}{M} \sum_{i=1}^{M} V(S_T^{\mu}) e^{-rT} L_i,
\]

where \( L_i \) is the likelihood ratio. In the case of geometric Brownian motion,

\[
L_i = \left( \frac{S_T^{\mu}}{S_0} \right)^{(r-\mu)/\sigma} \exp \left( \frac{(\mu^2 - r^2)T}{2\sigma^2} \right) \times \exp \left( \frac{(r-\mu)T}{2} \right),
\]

where \( S_0 \) is the current stock price. (We note that the expression given on p. 1284 of [9] is not correct as it omits the second term involving the exponential function.) Note that we can also change the volatility, or even the distribution function itself, provided that the new distribution has the same support as the old one.

There are several other possibilities, including moment matching, stratified sampling, and low-discrepancy sequences. In the latter, the ‘random’ numbers are not random at all, rather they are generated in a particular deterministic fashion, designed to ensure that the complete probability space is always covered in a roughly uniform fashion, no matter how many draws have been made. (Of course, any computer-based random number generator will not produce truly random numbers, but it is the uniformity property that distinguishes low discrepancy sequences.) Low discrepancy sequences can be particularly appealing in certain cases because they offer the potential for convergence at a rate proportional to \( M^{-1} \), rather than \( M^{-1/2} \) as for standard methods. Detailed descriptions of low discrepancy sequences and other techniques may be found in sources such as [4, 9, 36, 38].

Table 3 contains some illustrative results for our European put example using basic Monte Carlo, antithetic variates, a control variate, and importance sampling. The control variate used was the actual stock price itself, which has a present discounted value equal to the current stock price. We estimate \( \beta \) using an independent set of \( M/10 \) runs in each case. The calculated values of \( \beta \) were close to \(-0.25\) for each value of \( M \). In the case of importance sampling, we simply change to another geometric Brownian motion with a new drift of \( \mu = -0.10 \), keeping the same volatility. Estimated values and standard errors are shown for values of \( M \) ranging from one thousand, by factors of 10, up to one million. It is easy to observe the convergence at a rate of \( M^{-1/2} \) in Table 3, as the standard errors are reduced by a factor of around three each time \( M \) is increased tenfold. On this simple problem, it seems that antithetic variates works about as well as importance sampling, with the control variate technique doing relatively poorly (of course, this could be improved with a better choice of control variate).

The main virtues of Monte Carlo methods are their intuitive appeal and ease of implementation. However, for simple problems such as the one considered here, they are definitely inferior to alternatives such as the binomial method or more sophisticated numerical PDE techniques. This is because of their relatively slow convergence rate. However, as will be noted below, there are situations in which Monte Carlo methods are the only methods that can be used.

Table 3  Illustrative results for Monte Carlo methods for a European put option. The parameters are \( S = K = 100, r = 0.08, T = 1 \text{ year}, \) and \( \sigma = 0.30 \). The exact value is 8.0229. The control variate technique used the underlying stock price as a control. The parameter \( \beta \) in (29) was estimated using a separate set of simulations, each with 1/10th of the number used for the calculations reported here. The importance sampling method was used with a drift of \( \mu = -0.10 \) and a volatility of \( \sigma = 0.30 \)

<table>
<thead>
<tr>
<th>No. of simulations</th>
<th>Basic Monte Carlo Value</th>
<th>Std. error</th>
<th>Antithetic variates Value</th>
<th>Std. error</th>
<th>Control variates Value</th>
<th>Std. error</th>
<th>Importance sampling Value</th>
<th>Std. error</th>
</tr>
</thead>
<tbody>
<tr>
<td>1000</td>
<td>7.4776</td>
<td>0.3580</td>
<td>7.7270</td>
<td>0.1925</td>
<td>7.5617</td>
<td>0.2514</td>
<td>8.0417</td>
<td>0.2010</td>
</tr>
<tr>
<td>10000</td>
<td>8.0019</td>
<td>0.1187</td>
<td>7.9536</td>
<td>0.0623</td>
<td>7.9549</td>
<td>0.0809</td>
<td>8.0700</td>
<td>0.0635</td>
</tr>
<tr>
<td>100000</td>
<td>8.0069</td>
<td>0.0377</td>
<td>8.0243</td>
<td>0.0198</td>
<td>8.0198</td>
<td>0.0257</td>
<td>8.0107</td>
<td>0.0202</td>
</tr>
<tr>
<td>1000000</td>
<td>8.0198</td>
<td>0.0120</td>
<td>8.0232</td>
<td>0.0063</td>
<td>8.0227</td>
<td>0.0082</td>
<td>8.0190</td>
<td>0.0064</td>
</tr>
</tbody>
</table>
Two other observations are worthy of note. First, in many cases it is possible to achieve enhanced variance reduction by using combinations of the techniques described above. Second, we have not described how the random numbers are generated. Details about this can be found in sources such as [36, 46].

Some Considerations in More Complex Situations

The discussion thus far has been intended to convey in some detail the types of methods generally available, but it has been almost entirely confined to the simple case of standard European style equity options on a single underlying asset. We now examine some of the factors that affect the implementation of the methods in a variety of more complicated settings.

We begin by considering American options. We briefly described a procedure for valuing these earlier in the case of the binomial method. Obviously, the same procedure could be used for any type of numerical PDE method; given our knowledge of the solution at the next time level (since we are solving backwards in time), we know the value of the option if it is not exercised. We can compare this with its value if it were to be exercised and take the higher of these two possibilities at each node. While this procedure works fairly well in terms of calculating accurate prices in an efficient manner, it is not without flaws. These are easiest to describe in the numerical PDE context. The method sketched above involves advancing the solution from one time level to the next, and then applying the constraint that the solution cannot fall below its value if the option were immediately exercised. An alternative is to solve the linear equation system subject to the constraint rather than applying the constraint afterwards. This imposes some additional computational overhead, since we are now solving a (mildly) nonlinear problem. Various techniques have been proposed for doing this (see [20, 22, 25], and references therein). This kind of approach has the following advantage. Consider the ‘smooth-pasting’ condition, which says that the delta of an American option should be continuous. This does not hold at the early exercise boundary, if we do not solve the system subject to the early exercise constraint. Consequently, estimates of delta and gamma can be inaccurate near the exercise boundary, if we follow the simple procedure of applying the constraint after the system is solved. While in the numerical PDE context, it is worth reemphasizing our earlier observation that it is not possible, in general, to attain convergence at a second-order rate, using an algorithm with constant timesteps [25]. Intuitively, this is because near the option’s expiry the exercise boundary moves very rapidly, so small timesteps are needed. Techniques for achieving this speed of convergence include using the automatic timestep size selector described above from [37], as proposed in [25], or a suitably modified version of the adaptive mesh scheme described in [24].

The use of Monte Carlo methods for American options is more complicated. This was long thought to be an impossible task. The basic reason is that we must simulate forward in time. As we do so, we know at any point in time and along any path what the immediate exercise value is, but we do not know what the value of holding onto the option is (observe the contrast with numerical PDE methods where we solve backwards in time, so we do know the value of keeping the option alive). In recent years, however, there has been considerable progress towards devising ways of handling early exercise constraints using simulation. This literature started with a path-bundling technique in [54]. While this first attempt was not very successful, it did provide an impetus for several other efforts [5, 15, 17, 41, 48, 50]. Most of these provide a lower bound for the true American option price due to an approximation of the optimal exercise policy. Exceptions include [15], in which algorithms are derived that compute both upper and lower bounds, and [50]. A comparison of several approaches can be found in [27].

Dividends need to be treated in one of two ways. If the underlying asset pays a continuous dividend yield $q$, then for a Monte Carlo method we simply need to change the drift from $r$ to $r - q$. The analogue in the numerical PDE context is to change the $rSV_S$ term in (3) to $(r - q)SV_S$. Of course, the same idea applies in various other contexts (e.g. $q$ is the foreign risk free rate in the case of options on foreign exchange). If the dividend paid is a specified amount of cash at a discrete point in time, we need to specify the ex-dividend price of the stock. By far, the most common assumption is that the stock price falls by the full amount of the dividend. This is easy to handle in Monte Carlo simulation, where we are proceeding forward in time, but a little more complicated for a numerical PDE method.
The reason is that as time is going backwards, we need to enforce a no-arbitrage condition that says that the value of the option must be continuous across the dividend payment date [56]. If \( t^+ \) indicates the time right after the dividend \( D \) is paid, and \( t^- \) is the time right before, then \( V(S, t^-) = V(S - D, t^+) \). This will usually require some kind of interpolation, as \( S - D \) will not typically be one of our grid points.

Discontinuous payoffs such as digital options can pose some difficulty for Monte Carlo methods, if hedging parameters are calculated in certain ways [14] (convergence will be at a slower rate). On the other hand, it has been argued that such payoffs pose more significant problems for numerical PDE (and binomial tree) methods, in that the rate of convergence to the option price itself will be reduced [31]. Crank–Nicolson methods will also be prone to oscillations near discontinuities, unless very small timesteps are taken. However, there is a fairly simple cure [45]. Following Rannacher [47], if we (a) smooth the payoff function via an \( L^2 \) projection; and (b) take two implicit timesteps before switching to Crank–Nicolson, we can restore quadratic convergence. This does not guarantee that oscillations will not occur, but it does tend to preclude them. (For additional insurance against oscillations, we can take more than two implicit timesteps. As long as the number of these is fairly small, we will converge at a second-order rate.) We will refer to this as the Rannacher procedure. To illustrate, consider the case of a European digital call option paying 1 in six months, if \( S > K = 100 \) with \( r = 0.05 \) and \( \sigma = 0.25 \). Table 4 shows results for various schemes. If we use Crank–Nicolson with a uniform \( S \) grid and constant timesteps, we get slow (linear) convergence. However, this is a situation in which it is advantageous to place a lot of grid nodes near the strike because the payoff changes discontinuously there. If we try this, though, we actually get very poor results. The reason, as shown in the left panel of Figure 3, is a spurious oscillation near the strike. Of course, the results for the derivatives of the value (delta and gamma) are even worse. If we keep the variable grid, and use the Rannacher procedure with constant timesteps, Table 4 shows excellent results. It also demonstrates that the use of an automatic timestep size selector provides significant efficiency gains, as we can achieve basically the same accuracy with about half as many timesteps. The right panel of Figure 3 shows the absence of oscillations in this particular case when this technique is used. It is also worth noting how costly an explicit method would be. Even for the coarsest spatial grid with 121 nodes, the stability restriction means that more than 5000 timesteps would be needed.

Barrier options can be valued using a variety of techniques, depending on whether the barrier is presumed to be monitored continuously or discretely. The continuous case is relatively easy for a numerical

<table>
<thead>
<tr>
<th>No. of grid nodes</th>
<th>No. of timesteps</th>
<th>Value</th>
<th>No. of grid nodes</th>
<th>No. of timesteps</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Crank–Nicolson, uniform ( S ) grid, constant timestep size</td>
<td>101</td>
<td>50</td>
<td>0.564 307</td>
<td>121</td>
<td>50</td>
</tr>
<tr>
<td></td>
<td>201</td>
<td>100</td>
<td>0.535 946</td>
<td>241</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>401</td>
<td>200</td>
<td>0.522 056</td>
<td>481</td>
<td>200</td>
</tr>
<tr>
<td></td>
<td>801</td>
<td>400</td>
<td>0.515 157</td>
<td>961</td>
<td>400</td>
</tr>
<tr>
<td></td>
<td>1601</td>
<td>800</td>
<td>0.511 716</td>
<td>1921</td>
<td>800</td>
</tr>
<tr>
<td>Rannacher procedure, nonuniform ( S ) grid, constant timestep size</td>
<td>121</td>
<td>50</td>
<td>0.508 310</td>
<td>121</td>
<td>26</td>
</tr>
<tr>
<td></td>
<td>241</td>
<td>100</td>
<td>0.508 288</td>
<td>241</td>
<td>48</td>
</tr>
<tr>
<td></td>
<td>481</td>
<td>200</td>
<td>0.508 282</td>
<td>481</td>
<td>90</td>
</tr>
<tr>
<td></td>
<td>961</td>
<td>400</td>
<td>0.508 281</td>
<td>961</td>
<td>176</td>
</tr>
<tr>
<td></td>
<td>1921</td>
<td>800</td>
<td>0.508 280</td>
<td>1921</td>
<td>347</td>
</tr>
</tbody>
</table>
Figure 3  European digital call option value. Left: Crank–Nicolson using a nonuniform spatial grid with constant timesteps; Rannacher procedure using a nonuniform spatial grid with automatic timestep size selector. The parameters are $K = 100$, $r = 0.05$, $T = 0.5$ years, $\sigma = 0.25$. Circles depict the analytic solution, the numerical solution is shown by the solid lines.
PDE approach, since we just have to apply boundary conditions at the barrier. However, it is a little trickier for a Monte Carlo approach. This is because, as we simulate forward in time using (25), a systematic bias is introduced, as we do not know what happens during the time intervals between sampling dates (that is, a barrier could be breached within a timestep). This implies the we overestimate prices for knock-out options and underestimate prices of knock-in options. Techniques for correcting this are discussed in [3, 16]. This is more of an academic issue than a matter of practical concern, though, as the overwhelming majority of barrier options feature discrete monitoring. In this case, Monte Carlo simulations are unbiased (provided that sampling dates for our simulations coincide with barrier observation times) but slow to converge. There are several papers dealing with adaptations of binomial and trinomial trees to handle barrier options [11, 12, 19, 24, 49]. Basically, all of these papers struggle with the issue that a fine grid is required near a barrier, and this then requires an enormous number of timesteps due to the tight coupling of grid spacing and timestep size in an explicit type of method. Of course, implicit or Crank–Nicolson methods do not suffer from this and can easily be used instead [62]. Note that we have to apply the Rannacher procedure described above at each barrier observation date if we want to have quadratic convergence because a discontinuity is introduced into the solution at every monitoring date.

Path-dependent options are an application for which Monte Carlo methods are particularly well suited. This is because we know the history of any path as we simulate it forward in time. Standard examples include Asian options (which depend on the average value of the underlying asset over time), look-back options (which depend on the highest or lowest value reached by the underlying asset during a period of time), and Parisian-style options (which depend on the length of time that the underlying asset is within a specified range). We simply need to track the relevant function of the stock price history through the simulation and record it at the terminal payoff date. One minor caveat is that the same issue of discretization bias in the case of continuously monitored barrier options also occurs here if the contract is continuously monitored (again, this is not of paramount practical relevance as almost all contracts are discretely monitored). Also, note that Asian options offer a very nice example of the effectiveness of the control variate technique. As shown in [39], using an option with a payoff based on the geometric average (which has an easily computed analytic solution) as a control, sharply reduces the variance of Monte Carlo estimates of options with payoffs based on the arithmetic average (which does not have a readily calculable analytic formula).

However, Monte Carlo methods are relatively slow to converge, and, as noted above, not easily adapted to American-style options. On the other hand, numerical PDE and tree-based methods are somewhat problematic for path-dependent options. This is because as we solve backwards in time, we have no knowledge of the prior history of the underlying stock price. A way around this is to use a state augmentation approach. A description of the general idea can be found in [56]. The basic idea can be sketched as follows, for the discretely monitored case. (The continuously monitored case is rare, and results in a two dimensional PDE problem with no second-order term in one of the dimensions [56]. Such problems are quite difficult to solve numerically. See [58] for an example in the case of continuously observed Asian options.) Consider the example of a Parisian knock-out option, which is like a standard option but with the proviso that the payoff is zero if the underlying asset price is above a specified barrier for a number of consecutive monitoring dates. In addition to $S$, we need to define a counter variable representing the number of dates for which $S$ has been over the barrier. Since this extra variable can only change on a monitoring date, in between monitoring dates we simply solve the usual PDE (3). In fact, we have to solve a set of problems of that type, one for each value of the auxiliary variable. At monitoring dates, no-arbitrage conditions are applied to update the set of pricing equations. Further details can be found in [55]. This idea of solving a set of one-dimensional problems can obviously rely on any particular one-dimensional solution technique. If binomial trees are being used, the entire procedure is often referred to as a 'binomial forest'. Similar ideas can be applied to look-back or Asian options [35, 59]. In the case of Asian options, the auxiliary variable is the average value of the underlying asset. Because the set of possible values for this variable grows very fast over time, we generally have to use a representative set of possible values and interpolation. This needs to be done with
care, as an inappropriate interpolation scheme can result in an algorithm that can diverge or converge to an incorrect answer [26]. It should be noted that not all path-dependent pricing problems can be handled in this fashion. HJM [29] models of the term structure of interest rates, do not have a finite-dimensional PDE representation, except in some special cases. Neither do moving window Asian options (where the average is defined over a rolling period of, e.g. 30 days). The only available technique, in these cases, is Monte Carlo simulation.

Multidimensional derivative pricing problems are another area where Monte Carlo methods shine. This is because the computational complexity of PDE or tree type methods grows exponentially with the number of state variables, whereas Monte Carlo complexity grows linearly. The crossover point is usually about three: problems with three or fewer dimensions are better handled using PDE methods, higher dimensional problems are more suited to Monte Carlo methods (in fact, they are basically infeasible for PDE methods). There are no particular complications to using Monte Carlo in higher dimensions, except for having to handle correlated state variables appropriately [36]. Of course, reasons of computational efficiency often dictate that variance reduction techniques become very important. In this regard, low-discrepancy sequences are frequently the preferred alternative. For numerical PDE methods in general, pricing problems in more than one dimension are better handled using finite element or finite volume methods because they offer superior grid flexibility compared to finite differences [60]. Also, when using Crank–Nicolson or implicit methods, the set of equations to be solved is no longer tridiagonal, though it is sparse. This requires more sophisticated algorithms [46]. It should be observed that there have been several attempts to generalize binomial/trinomial type explicit methods to higher dimensions (e.g. [8, 10, 18, 34, 42]). The fundamental issue here is that it is quite difficult in general to extend (to higher than one dimension) the idea of having a scheme with positive coefficients that sum to one, and hence can be interpreted as probabilities. The source of the difficulty is correlation, and often what is proposed is some form of transformation to eliminate it. While such schemes can be devised, it should be noted that it would be very difficult to accomplish this for pricing problems, where a particular type of spatial grid is required, such as barrier options. Moreover, the effort is in one sense unnecessary. While positivity of coefficients is a necessary and sufficient condition for the stability of an explicit method in one dimension, it is only a sufficient condition in higher than one dimension; there are stable explicit schemes in higher dimensions with negative coefficients.

Finally, although our discussion has been in the context of geometric Brownian motion, the same principles and ideas carry over to other contexts. One of the advantages of numerical methods (whether Monte Carlo or PDE) is their flexibility in handling different processes for the underlying state variables. It is fairly easy to adapt the methods considered here to other types of diffusion processes such as stochastic volatility models [30], implied volatility surfaces [2], or constant elasticity of variance models [13]. More difficulties arise in the case of mixed jump-diffusion processes. There has not been a lot of work in this area. PDE type methods for American options have been developed in [1, 57]. Simulation techniques for pricing barrier options in this context are considered in [44].

Conclusions and Recommended Further Reading

The field of pricing derivative instruments using numerical methods is a large and confusing one, in part because the pricing problems vary widely, ranging from simple one factor European options through American options, barrier contracts, path-dependent options, interest rate derivatives, foreign exchange derivatives, contracts with discontinuous payoff functions, multidimensional problems, cases with different assumptions about the evolution of the underlying state variables, and all kinds of combinations of these items. The suitability of any particular numerical scheme depends largely on the context. Monte Carlo methods are the only practical alternative for problems with more than three dimensions, but are relatively slow in other cases. Moreover, despite significant progress, early exercise remains problematic for simulation methods. Numerical PDE methods are fairly robust but cannot be used in high dimensions. They can also require sophisticated algorithms for solving large sparse linear systems of equations and
are relatively difficult to code. Binomial and trinomial tree methods are just explicit type PDE methods that work very well on simple problems but can be quite hard to adapt to more complex situations because of the stability limitation tying the timestep size and grid spacing together. In addition to the references already cited here, recent books such as [51–53] are fine sources for additional information.
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