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Deviance is a uniquely social concept. It makes sense only in the context of group 
 expectations and evaluations of behavior within discernable social situations, and its occur-
rence results in predictable social reactions. Deviance can occur in small or large groups, in 
identifiable human communities, and across political jurisdictions. It can be an informal 
feature of social life or a formal designation of organizations or governmental units. 
Deviance creation is a process rather than an event, and the process is subject to influences 
both subtle and obvious.

An obituary for the study of deviance was published 25 years ago (Sumner, 1994). It was 
premature then, and it would be premature today – despite the fact that it isn’t the only 
voice to have offered a memorial (Hendershott, 2002:1). Deviance is a central concept in 
sociology, one that gives meaning to behavior, both deviant and conforming. This chapter 
explores the nature and meaning of deviance, and links the notion of social control with the 
creation of legal norms. It sketches the process whereby evaluations rise from small groups 
to entire political jurisdictions. It also deals with how small‐group evaluations and their 
deviations become large group dictates and their crimes. It is a process that involves conflict 
and cooperation. It is a contemporary story, but we must start at the beginning.

Durkheim’s Legacy

As disciplines mature, they tend to drop their history – or, at least, they relegate it to a cher-
ished graveyard, as not relevant to today’s work. Most social sciences have yet to do this. 
One of the earliest sociologists, Emile Durkheim, established ideas and relationships that 
are relevant today. Durkheim worked intensely to launch the discipline of sociology and, in 
so doing, he identified what he regarded as the major subject matter of the discipline. His 
work on the division of labor attempted to explain the nature of social organization in large, 
complex societies. Simply put, Durkheim documents a process whereby an increase in 
population leads to an increase in social differentiation, which, in turn, leads to a structure 
of social stratification. But a proliferation of the division of labor refers not only to different 

Deviance, Social Control, and 
Criminalization

Robert F. Meier

2



24 Robert F. Meier 

occupational positions, but also to the different skills, backgrounds, values, class  experiences, 
and traditions that people bring to those positions. Such differences can form the basis of 
group evaluations.

Social stratification is a system of ranked differences among statuses, incomes, and edu-
cation. A system of stratification is not a system of deviance, but they do share the ranked 
quality. Dahrendorf (1968) views the nature of social stratification in terms of the creation 
of norms, the violation of norms, and the exercise of sanctions by people in positions of 
power. In this sense, it is only by understanding normative expectations and the sanctioning 
of social behavior that it is possible to understand the nature of inequalities among 
individual and positions. Ironically, students of stratification define their interests in terms 
of systems that allocate rewards (e.g., positive sanctions in the form of status attainment and 
wealth), while students of deviance display more interest in systems of punishment (e.g., 
negative sanctions in the form of a consumer boycott or legal penalties).

Social audiences commonly perceive deviance negatively (although there are obvious 
cases of “positive” deviance – e.g., the “genius” – as well as “negative” cases), and this is 
probably more likely in complex groups where there are more differences among people. 
But, Durkheim (1938:68–69) quickly points out, even in simple societies there are ranked 
differences that characterize group members. A group of monks, for example, might live 
closed off from the outside world in a society without major crimes, but minor behavioral 
deviations would generate disapproval to the same extent as delicts that are more serious. 
Talking too loud, not praying long enough, and being frivolous during religious ceremonies 
might all be the object of sanctions from other monks.

Durkheim’s work on suicide is, in some ways, even more ambitious. He deliberately chose 
a topic that the prevailing wisdom strongly suggested was caused by psychological or 
individual antecedents. Durkheim’s explanation focused on group interaction, and the 
degree to which groups were more or less integrated into their society. This integration was 
characterized by both internalization and regulation. Integration was affected by internal 
controls, such as the extent to which one believed and adhered to one’s group’s norms, while 
regulation was the result of external controls in the form of sanctions, social expectations, 
and group values. Social groups with high degrees of social order made use both of 
integration through socialization of group norms and values, and regulation in the form of 
societal expectations (e.g., laws).

Departures from group expectations, or deviance, are inevitable in all social groups. 
Since conformity is never perfect, neither is social order. Both are matters of degree. But 
this can set up a situation where humans are never satisfied given the tension between what 
they want and what society demands and is able to provide. Freud (2010) described this 
tension as an inherent quality of any social order that gives rise to enduring feelings of dis-
content among individuals.

This suggests one of the most fundamental problems in sociology: the maintenance 
of order in the face of societal complexity. Deviance may not be problematic in simple 
societies because it most often fails to present a major challenge to the existing order. 
Homogeneity helps to guarantee conformity most of the time. As population and the 
 division of labor increase, what was common and “the same” becomes different. Social 
order in complex societies is problematic because making sure that basic things get done 
cannot be left to chance, but there is no alternative. Yet, things do get done: children are 
raised, food is grown, various occupational tasks are accomplished, all on a daily basis. 
How? As a result of social control, which consists in the internalization of values and the 
pushes and pulls of sanctions.
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Durkheim’s aim was to establish the legitimacy of sociology as an independent disci-
pline. In doing so, he used the phrase “social facts” to refer to elements of human existence 
that differentiate humans from other living organisms. Social facts “consist of manners of 
acting, thinking and feeling external to the individual, which are invested with a coercive 
power by virtue of which they exercise control over him” (Durkheim, 1938:3). Social facts 
are values, norms, and entire social structures that transcend individuals. They are the 
very entities that make sociology not only a helpful discipline, but a necessary one. In his 
study of suicide, Durkheim regarded social facts as a form of “regulation.” In this manner, 
he linked social facts with social control and deviance, and the linkage has remained 
ever since.

Functionalists, such as Talcott Parsons (1951), followed Durkheim’s lead and explained 
modern industrial societies by stressing the interrelatedness of parts in the unified whole. 
According to Parsons, the “whole” worked pretty well. Residual problems remained, but 
these were minor, small‐scale, and transitory. Such problems were attributed to “deviance.” 
Deviance caused a tension in an otherwise stable system, and social control would return 
the system to equilibrium. Parsons associated the concept of social control explicitly with 
deviance. He found its essential meaning in its ability to react against deviance: imperfec-
tions or strains in stable social systems. Such reactions, called sanctions (following Radcliffe‐
Brown (1952) and other anthropologists who defined social control in similar terms), are of 
two kinds: (a) broad structural influences, or expressions of official group sentiment (formal 
sanctions); and (b) interpersonal influences, or evaluations of conduct (norms) related to 
group membership (informal sanctions). For Parsons, the relation between social control 
and deviance consisted in opposing processes: “The theory of social control is the obverse 
of the theory of the genesis of deviant behavior tendencies. It is the analysis of those 
processes in the social system which tend to counteract the deviant tendencies, and of the 
conditions under which such pressures will operate” (Parsons, 1951:297).

Parsons’ perspective was a functionalist one. Features of society existed, he believed, 
because they were useful or necessary for the continued maintenance of the social system. 
Yet, linking deviance and social control as found in sanctions need not be considered only 
a functionalist perspective, since it can be applied in other, less conservative ideologies, 
including conflict views. Conflict theorists suggest that “[d]ifferent social groups use their 
power to enforce the standards they prefer” (Collins, 1975:17). This is a basic observation 
about life in modern, complex societies. Groups engage in norm promotion and encourage 
sanctions against those who do not conform to those norms, and this leads to the sugges-
tion that “The next step clearly must be to abolish the field of deviance entirely, to link its 
materials with what is known of general explanations of stratification and politics” (Collins, 
1975:17). Put differently, the study of deviance must be placed in its proper context to show 
the relationships among norms, sanctions, social control, and social stratification. If the 
critics mentioned earlier want the study of deviance eliminated, Collins wants to highlight 
its centrality to sociology.

The Nature of Social Deviance

There are at least two conceptions of deviance, but they might not be that different from 
one another. A reactivist or relativist definition of deviance holds that there are no 
universal or unchanging entities that define deviance for all times and in all places. Rather, 
“social groups create deviance by making the rules whose infraction creates deviance” 
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(Becker, 1973:9). Deviance is in the eye of the beholder, not in any particular action on the 
part of the person who may be labeled as a deviant.

In contrast, a normative definition holds that deviance is anchored firmly in the expec-
tations and evaluations of social groups and organizations and is expressed through norms. 
One virtue of this conception comes from its answer to a question that stumps the reactiv-
ist definition: On what basis do people react to behavior? In other words, if deviance 
results only through the reactions of others, how do people know to react to or label a 
given  instance of behavior? Norms supply the only obvious answer to this question. For 
this reason, the reactivist and normative conceptions may complement one another: 
norms provide the basis for reacting to deviance, and social reactions or sanctions reflect 
norms that empirically identify deviance.

There are three concepts that define deviance in a normative conception: norms, 
 tolerance, and sanctions. Norms are social expectations for particular behavior in certain 
situations. This definition draws our attention to several features.

First, norms are social; they are held and maintained by groups of people, not individ-
uals. A despot who makes a rule on his or her own has not created a norm. Rules can guide 
the behavior of those who disagree with them, but they are not norms.

Second, norms are expectations or evaluations of behavior, not behavior itself (Meier, 
1981). The sociological concept of norm is not shorthand for what is “the norm” or normal. 
Many – maybe even most – adults begin their day with a caffeinated beverage. This may be 
customary statistically, but adults are not expected to drink a caffeinated beverage; they just 
do so. Norms are not what is “common.” Sometimes we speak of something being “the 
norm” for our group, meaning what most group members do. For example, most adults 
(and many young adults) have cell phones. In 2010, 35% of Americans had a smartphone, 
and by 2016 that number had climbed to 77%, according to the Pew Research Center 
(Smith, 2017). Is having a smartphone a norm? No, having a smartphone is popular, but it 
is not what one ought to do. This suggests that the meaning of norm is better found in 
expectations of behavior than in actual behavior.

Third, norms are directed toward specific behavior in specific situations. People are 
 generally expected to refrain from laughter at a funeral but may laugh in other situations. 
People are expected to face the door while riding an elevator, presumably to preserve the 
“personal space” of strangers who are also riding it. But if everyone were to face the door in 
another room, that could be considered deviant. Thus, it is not just conduct that is deviant, 
it is specific conduct in a particular situation.

Fourth, norms are relative. They vary from group to group, time to time, culture to 
culture, and even subculture to subculture. Alcoholic beverages might be expected to be 
consumed at a fraternity party but not at a Baptist picnic, because the norms of these groups 
are different. Clothing and style change almost every generation. About the only people 
with tattoos in my generation were bikers and sailors; now, tattoos are more common. But 
are they expected? This question is a normative one.

Many norms are woven into the fabric of social life and understood generally, while 
others can be found articulated in written form. A dinner table can be set any way, but if one 
wants to be traditional, there are certain rules of etiquette that guide one’s decisions: forks 
on the left side of the plate, spoon and knife on the right. Even a short Internet search can 
find other guides to manners appropriate to various events and occasions. Most norms, 
however, are not written down, and people must be socialized to them by their groups.

There are problems with norms (Gibbs, 1981:ch.2), but they remain an enduring con-
cept. Gibbs (2008:28) writes that norms are unhelpful because deviance and the norms that 
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define it “cannot be identified confidently and such as to realize agreement among 
independent observers.” This is an odd statement since, as suggested earlier, norms are 
either written down (e.g., legal norms, corporate policies, or religious manuals) or com-
monly understood within the groups to which they apply. Even unwritten norms can be 
expressed, and the degree of agreement among groups can be measured.

Tolerance is the second concept that helps define deviance. Tolerance refers to the degree 
to which people and groups are willing to accept or permit behavior or attitudes different 
from their own. It can also refer to accepting something that one dislikes or with which one 
disagrees. Some religious groups, for example, are quite tolerant of other religions (e.g., 
Episcopalians), while others are not (e.g., Islamic State). Tolerance is not agreement; it is 
acceptance in the absence of agreement.

With respect to deviance, we can see tolerance in a variety of ways, including in varia-
tions in responses to surveys asking respondents to rank the seriousness of crimes. There is 
a large literature showing that, generally, crimes of violence are rated as more serious than 
property crimes, while public‐order crimes are rated as less serious. There are, however, 
variations from time to time and place to place (Stylianou, 2003). Tolerance, itself, is a 
group property that varies and can be measured.

Some sociologists think that one of the biggest challenges facing modern society is 
living with people who are not like us (Sennett, 2012). Humans are different in many ways: 
religious preference, economic status, racial and ethnic background, and many other 
dimensions. Modern life and instant communications (e.g., social media) tend to magnify 
these differences; some are acceptable to some groups, while others are not. But beyond 
the fact that deviance is different from some other behavior or attitude, it is disvalued. It is 
considered to be wrong or bad or unacceptable, and there is no universal agreement on 
these judgments.

Sociologists use the term “differentiation” to refer to these differences among people and 
groups  –  differences noted by Durkheim. Conditions that increase differentiation likely 
also boost the degree and range of social stratification by increasing the number of criteria 
for comparing people. Such comparisons often result in invidious distinctions, or ranks, 
that identify some characteristics as more highly valued than others. In this sense, there is a 
relationship between the study of deviance and the study of social stratification in society.

Beyond this trend toward diversity, an increase in stratification clearly seems to raise the 
chances that some of these rankings will reflect disvalued characteristics. Not only will some 
individuals fall to lower ranks as a result, but they also may feel disvalued. To the extent that 
society values education, it disvalues under education; to the extent that it values an occupation 
with high prestige (like Supreme Court justice), it disvalues one with little or no prestige 
(like ditchdigger). Judgments about “better” or “worse” begin the process of making judgments 
about deviance. (Clinard & Meier, 2016:13)

There are consequences for those individuals and groups whose behavior is disvalued. If one 
feels, for example, that the so‐called “American Dream” has become out of reach and that 
others are benefitting more than oneself without clear justification for their doing so, feel-
ings of alienation are not only understandable but perhaps inevitable (Hochschild, 2016).

Sanction is the final concept that defines deviance. Sanctions are social reactions to 
behavior. The content of these reactions can be either positive or negative. Positive sanc-
tions are rewards to encourage behavior that conforms to a norm, while negative sanctions 
are punishments to discourage deviant behavior. Sanctions also differ according to their 
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source. Formal sanctions are reactions that represent official group expressions, while 
informal sanctions are the unofficial reactions of groups or individuals.

We can see four general kinds of sanctions by cross‐classifying these dimensions: positive 
formal, positive informal, negative formal, and negative informal. Examples of each kind 
are given in Table 2.1 (Clinard & Meier, 2016:34).

Sanctions collectively are often thought of as mechanisms of social control. They 
encourage conformity and they punish deviance. Each has a different ability to influence 
behavior. It is not always the case that formal sanctions, which tend to be more severe than 
informal sanctions, are always more effective in eliciting conformity. Informal sanctions 
can be very effective too. It depends on the behavior, the situation, and who or what is doing 
the sanctioning. Just as norms are relative to time, culture, and situation, so too are  sanctions 
relative to behavior, group, and context.

All of this suggests that deviance is relative – and of course it is (Curra, 2016). But it is 
relative not because no trait or act is everywhere and for all time deviant, but because the 
processes of social differentiation and social change produce alterations in social  judgments. 
The key question is how some acts come to be judged the way they are: Why are some acts 
and actors deviant, when others are not? A frequent answer among criminologists is found 
in the concept of power: the ability to expand the range of stratified social phenomena by 
engaging in a process of promoting normative definitions and moral enforcement.

While norm promotion and reinforcement requires power, it is important to realize that 
power can reside in any number of institutions. At the same time, it is unmistakable that 
political power in the United States resides mainly in the ranks of the economic elite – but that 
elite is not monolithic. “Indeed, the history of US politics is not only (or perhaps not mainly) 
a history of class conflict, but also a history of intra‐class conflict” (Schneider & Stepan‐Norris, 
2018:146). Any analysis that neglects such dynamics is doomed to simplicity.

A Note on Criminal Sanctions

Criminal sanctions are formal, negative sanctions – but they are unlike other formal, nega-
tive sanctions. Employers can fire employees and schools can expel students, but only 
criminal sanctions can deprive people of their liberty. All formal, negative sanctions take 
something away from people, and all can induce some sense of suffering in those receiving 
them. But criminal sanctions can take lives and confine people for long periods of time. 
They are punishments intended either to make symbolic statements about the value of 

Table 2.1 The Four Kinds of Sanction

Formal Informal

Positive Raise in job salary
Medal in the military
Certificate
Promotion

Praise
Encouragement
Smile
Handshake

Negative Imprisonment
Dismissal from a job
Excommunication from a church

Criticism
Spanking a child
Withholding affection
Negative gossip
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 conforming to law or to punish offenders in order to alter their future behavior (and the 
behavior of the general public via vicarious punishment).

We can define “punishment” as deliberately inflicting suffering based on some principle. 
There are three elements to this. First, punishment is deliberate. It involves a deliberate 
human decision. It is a conscious, not an accidental, action. A dentist might inflict pain on a 
patient, but it is not deliberate; it is collateral damage of tooth repair. Being struck by  lightning 
is painful but accidental (unless, I suppose, one believes it was the action of God).

Second, punishment involves suffering. It is unpleasant and not to be sought after. If one 
likes some form of suffering, it is not punishment but masochism. In this sense, punishment 
must be worse than what one normally experiences. Early punishments were harsh because 
people’s everyday environments were harsh. As conditions improved, punishments lessened. 
Indeed, that is the history of punishment in Western societies: the lessening of corporal pun-
ishment. People seem to differ in what they consider unpleasant and in the degree to which 
they find it unpleasant, although it has been argued that one sanction may produce the same 
degree of suffering for everyone (Newman, 1985).

Third, punishment must be justified by a rationale. The normal state of affairs is the 
absence of punishment, and to change that condition, there must be a reason. In criminal 
law, the reason is the commission of a crime that invokes the criminal process. Different 
rationales are used to justify legal punishment, including deterrence, retribution, incapaci-
tation, and bringing an offender into contact with the means of rehabilitation.

The Definition of Deviance

We can now define “deviance.” Deviance is behavior that violates a norm beyond the  tolerance 
of a group such that there is a probability of a sanction being applied. Note that this definition 
recognizes the possibility that a sanction might not be applied. Not every instance of deviance 
is known to the group; some criminals actually get away with their crimes, just as other devi-
ants are able to hide their behavior or condition from others. Even if the probability of a 
sanction is non‐zero, it might be very low, and some deviants might decide it is worth the risk 
of committing a given deviant act. With respect to crime, don’t all criminals think they are 
likely to get away with it? It is not unreasonable to think that if people know or are relatively 
certain they will escape criminal sanction, they will be likely to act on that perception.

So, deviance constitutes departures from norms that draw social disapproval such that 
the variations elicit (or are likely to elicit if detected) negative sanctions. This definition 
incorporates both social disapproval of actions and social reactions to the disapproved 
actions (see also Atkinson, 2014). The key element in this conception is the idea of a norm. 
Norms do not simply operate undisturbed in society. They are created, maintained, and 
promoted, sometimes in competition against one another. Society creates norms in much 
the same sense that the idea of deviance itself results from social construction and negotia-
tion (Adler & Adler, 2016).

People are considered deviant because of their behavior or conditions. People risk being 
labeled deviant by others when they express unaccepted religious beliefs (e.g., devil‐
worship), violate norms pertaining to dress or appearance, or engage in proscribed sexual 
acts. Certain conditions also frequently lead people to label others as deviant, including 
physical handicaps and violations of appearance norms (so‐called “body shaming”). People 
whose identity as deviant results from their beliefs or behaviors fall into the category of 
achieved deviant status, while certain conditions may confer ascribed deviant status.
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Clearly, the process of deviance is complicated and ever‐changing. It is the vitality of 
deviance that energizes those who study it. Social change can create social conditions that 
create new forms of deviance or destigmatize that which was once considered deviant. To 
many, it was unthinkable just a decade ago that states would even consider – let alone legally 
enable – such behavior as the recreational consumption of marijuana.

Social Control

Social control is considered so important by some that “control” is a central notion in 
 sociology (Gibbs, 1989). Others may not agree that it is the central notion, but still see social 
control as an incredibly important idea. Given Durkheim’s legacy, social control is tradi-
tionally conceived as efforts to oppose deviance or encourage conformity to norms. While 
some may argue that this conception is too narrow (e.g., Chriss, 2013; Gibbs, 1989), the 
advantage of a narrow view of social control is that it avoids the problems of more general 
views that tend to see it as synonymous with social organization.

In Ross’s (2009) pioneering work on social control, he picks up the thread found in the 
works of major theorists who asked how social order was possible in highly differentiated, 
complex societies. Durkheim, Weber, and Marx had no trouble explaining social order in 
small, heterogeneous social groups; it was self‐evident that people who shared the same 
values and had similar life‐experiences would be less likely to run counter to prevailing 
social norms. But when, using Durkheim’s language, population increased the degree of 
social differentiation and the division of labor, social order became problematic. “In the 
community the secret of order is not so much control as concord. So far as community 
extends, people keep themselves in order and there is no need to put them under the yoke 
of an elaborate discipline” (Ross, 2009:432).

In explaining social order in complex societies, apparently everything was a possible 
mechanism of social control, from education to advertising (for a review of this literature, 
see Deflem, 2015; Meier, 1982). To make sense of all the possible mechanisms, one needed 
taxonomies by which to group possible influences over behavior into some conceptual 
scheme. No one can reasonably argue that such large societal forces are irrelevant to human 
behavior, but simply putting such forces into different conceptual categories fails to provide 
important information about the relative effectiveness of each in the long run.

Social into Legal Norms

If we can define deviance as the violation of a social norm beyond the tolerance of a group with 
the probability of a social sanction being applied, then we can define a crime as the violation of 
a legal norm beyond the tolerance of the state such that a legal sanction will be applied.

Criminalization is the process of selecting certain social norms to become legal norms 
(laws). Obviously, not all social norms become laws. Nor should they. The properties of 
laws are different from other kinds of norms. Social norms are group‐specific; laws are not. 
Social norms apply only to those groups that hold them; laws apply to everyone – regardless 
of group membership – who is physically in a particular political jurisdiction (city, county, 
state, or nation). While social groups may all agree on the nature of social norms, laws apply 
to everyone in their jurisdiction, regardless of whether the people to which they apply agree 
with them.
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Because the process of creating laws is political, laws themselves have political  connotations 
and meanings. Laws are created by political entities (e.g., city councils, state legislatures, 
Congress), which leaves them subject to political processes. For this reason, laws are not 
accidents: they are explicit decisions by those groups authorized to make them. Even legal 
norms created in the decisions of judges may reflect political considerations. Many judges 
are elected or appointed precisely because of their political positions and previous decisions.

The selection of which social norms should be legal norms is complex and variable. 
The complexity derives from a very broad question, to which there can be many, conflicting 
answers: To what extent can the state intrude into the lives of citizens? Most people have a 
difficult time answering this, beyond “a little,” “not at all,” or “a lot.” Even those who would 
severely limit governmental interference recognize that at least some government is not only 
inevitable but desirable. Individuals may be able to take care of themselves in many respects, 
but they cannot raise an army or provide adequate police and fire protection. Beyond these 
cases, of course, there is great disagreement over the role of government in citizens’ everyday 
life. The United States has a system of public education, but some parents prefer to educate 
their children themselves. The government also provides for many other services, such as 
road maintenance, snow removal from public areas, and water and sewer services. Some cit-
izens could perhaps provide for their own needs, but many either could not or would not.

Differences of opinion also exist with respect to other questions, such as: What is the role 
of government in citizen self‐destructive behavior, like suicide or drug taking? Suicide is 
not illegal in the United States, but should it be? Might some lives be saved by deterrence or 
by making family members liable in some sense? Would this be a good use of law, even if it 
reduced the number of suicides?

There are other, similar questions. The use of many drugs is illegal in the United States, 
but should it be? The United States is at present in the midst of the most widespread opioid 
epidemic it has ever experienced. Should the government be involved in this behavior? If so, 
in what way? Is the criminal law the best way in which for it to intervene? Or is this a public 
health problem, and could the government best be utilized by marshalling resources to 
meet the medical needs of addicts?

These are obviously very difficult questions, and people will respond according to their differ-
ent values and interests. This suggests that the criminalization process may not go smoothly or 
quickly. In some cases, the political process is clearly evident, while in others the motives of law 
makers may be more benign. But regardless of motive, criminal laws are different from social 
norms, not only in their visibility, but also in their impact on society. And it must be recognized 
that law – and the fear of legal sanctions – is only one source of pressure to conform. It must also 
be recognized that the criminal law as a system of punishment may not be more effective than 
informal sanctions in dealing with a particular behavior. Few would argue that criminal  sanctions 
are without suffering. Indeed, it is the nature of punishment that differentiates criminal from 
other sanctions. We reserve some sanctions, like the deprivation of liberty and capital punish-
ment, for criminal law violations, and do not apply them to violations of other bodies of law, 
such as civil or administrative law. Violations of criminal law elicit punishment.

There are a number of sources of criminalization, and these sources reflect different posi-
tions on the nature and purpose of law. Even a short history of law would include the initial 
appearance of written codes that constituted early law. “Prior to the advent of writing, laws 
exist only in the form of custom” (Wacks, 2015:3). Of course, it is entirely possible that 
 different laws come about through different mechanisms, and there is no single view that 
explains the existence of all criminal laws. That said, three sources of criminalization can be 
identified here.
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Consensus Perspective

A consensus perspective has been applied successfully to a number of laws. The consensus 
perspective states that laws come about in order to reinforce and amplify mores. Mores are 
beliefs that cut across group membership boundaries; they are those expectations that 
are not only widely embraced, but also very strongly held. Certain acts should be against the 
law because they are wrong, immoral. The consensus view best explains the existence of 
laws that define crimes about which there is widespread agreement: murder, rape, robbery, 
burglary, and arson are examples.

The consensus perspective is understandably moralistic and, at least in the United States, 
goes back to the Puritans, who “equated crime with sin and thought of the state as the arm 
of God on earth” (quoted in Stone, 2017:77). The purpose of law here is to back up moral 
prohibitions about which there is little dispute. In this sense, crimes are the equivalence of 
immoral acts. Of particular interest to early settlers in New England were sexual crimes 
(including fornication) and maintaining a “public house” (usually a private home where 
people gathered for drink and games) (Parkes, 1932). Other illegal acts included disruption 
of the congregation and not attending church services. Even the language framing the law 
was Biblical; the Code of 1648 used, almost word for word, Deuteronomy 21:18–21 in iden-
tifying and correcting adolescent rebellion (Quinney, 2008:63).

This view is inherently intuitive. Most (all?) would consider murder, rape, and other 
violent crimes as immoral. There simply isn’t much dispute or discussion about this. But 
such a perspective can most easily be maintained in relatively homogeneous groups where 
there is consensus on basic values. The nature of other crimes may not enjoy such wide-
spread agreement, and different views might be more applicable, especially in societies that 
are more complicated.

Pragmatic Perspective

Immigrants after the Puritans came to the New World less for religious freedom than 
for  economic advancement. And, by the time of the late 1700s, the Framers of the 
Constitution  –  and the entire Western world  –  were well in the throes of the Age of 
Enlightenment. Religious influences were rejected as a source of government; indeed, it was 
decided that the state would not be shaped by any particular religion. The understanding 
was that there would be a clear separation of church and state. As the First Amendment of 
the US Constitution says, “Congress shall make no law respecting an establishment of reli-
gion, or prohibiting the free exercise thereof…” The Constitution, and the formation of the 
United States, was based not on faith, but on reason (Stone, 2017:ch.4).

Regardless of their moral properties, crimes are dangerous. They can involve physical 
harm, including injury or death, financial loss, and a reduction in a community’s sense of 
trust and cohesiveness. Because of these consequences, the community should not have 
to rely on informal mechanisms, such as disapproval, to prevent crimes being committed. 
Law helps prevent crime by responding to it when it occurs and hopefully deterring future 
occurrences.

This is not a recent opinion. Beccaria’s view of law was decidedly pragmatic. For him, the 
purpose of law was to prevent crime, not to punish wrongdoers. Crime was harmful and, if 
nothing else, law should help citizens reduce that harm. More recent writers, such James Q. 
Wilson (1975) and Ernest Van den Haag (1975), have discussed the purpose and role of law 
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in much the same way. Crime – especially those offenses that harm people and property – is 
universally undesirable, and law should be implemented and enforced to reduce it as much 
as possible. Note that this view is no less consensual than the preceding theory. People agree 
on what is harmful and on the necessity of the law to help reduce that risk; what is missing 
is the moral tone regarding the illegal behavior. Regardless of one’s view of the morality of 
crime, the law should be directed toward it.

Political Perspective

There is a third view of the origin and role of law that recognizes explicitly the political 
nature of crime. Clearly, not all laws are based either on consensus or on a pragmatic reality. 
There are many laws that reflect not the condemnation of all, but only the condemnation of 
some. Several prominent social issues reflect conflicting norms, such as gay marriage, gun 
control, the regulation (and deregulation) of business, and the legalization of the recreational 
use of marijuana (to name only a few). Shifts in the legal landscape in these instances may 
reflect changes in the moral landscape of various groups in society, and their ability to get 
their norms into the legal codes.

One example of this perspective is Richard Quinney’s interest group theory of law. He 
begins with the observation that law is a creation and evaluation of behavior made in a 
political context. Legislatures and Congress are composed of politicians; by definition, laws 
are products of political processes. Quinney also notes that modern industrial societies are 
composed of many different groups with unequal levels of power. Laws describe behavior 
that conflicts with the interests of segments or groups that have the power to formulate and 
shape those laws. These groups form an “interest structure,” in which they may at times 
come in conflict with one another over competing interests and values. The groups with the 
most power are able to get their interests put into the legal structure. The concept of power 
has been defined in a number of ways, including “as the ability of an individual, group, class, 
or government to achieve its purposes by causing those who disagree with them to do 
something they might not otherwise do” (Domhoff, 2018:10).

There are a number of examples of laws that have come about because of the conflict of 
interests and differential power of different groups. Legal activity related to topics about 
which there is strong debate would fit within Quinney’s theory. Legal challenges with 
respect to gun control, the legalization of recreational marijuana, gay marriage, and the 
conflict between religious beliefs and social action are only some examples. One can cite 
specific groups, such as the National Rifle Association and the Brady Campaign to Prevent 
Gun Violence, or the Catholic Church and Planned Parenthood, as examples of groups with 
opposing views that are attempting to use the law to legitimize their different interests. 
These groups, and other battlefields in the modern “culture wars,” illustrate the usefulness 
of Quinney’s theory.

There is historical support for this view. Chambliss’s (1964) account of the development 
of vagrancy laws traces their origins to economic interests, as do historical records of the 
origin of the “Carrier’s Case” (Hall, 1952). While this theory cannot explain the development 
of laws regarding behavior on which there is consensus, it can better explain changes in the 
law can than the other two schools of thought.

Its deficiency, of course, is that not all laws come about as a result of power differentials. 
Laws that provide for social security, Medicare, and Medicaid did not evolve because older 
and poorer citizens were especially powerful. Even limiting the focus to criminal laws, there 
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are no competing groups regarding the criminalization of robbery or child abuse. Further, 
it is not possible to make predictions from this theory. Quinney tells us that laws come 
about because of groups with different levels of power, but he doesn’t tell us how we can 
know beforehand which groups are more powerful. It is tautological to be able to identify 
the most powerful group only after legislation is passed. As a result, this political perspec-
tive must be reserved for only some laws, not all.

These three perspectives on criminalization are not mutually exclusive, and each does 
better explaining the existence of some laws than others. The consensus view may best 
explain those crimes about which there is widespread agreement. The pragmatic view is 
best at explaining mala prohibita crimes that arose because of the increasing complexity of 
society. For example, laws against traffic violations were largely unnecessary in the 19th 
century, but as cities, roads, and car ownership grew, they became necessary to help citizens 
predict one another’s behavior. These crimes would likely not elicit moral condemnation, 
and no conception of morality brought them within the criminal laws. Changes in society 
did. The political or conflict view is best at explaining laws about which there is more 
dissensus.

Conclusion

Deviance is an elementary part of understanding social behavior, and its basis resides in 
group evaluations and expectations for conduct in certain situations. Reactions to deviance, 
whether they be informal or official group sanctions, are part of the overall process of social 
control. Deviance is linked to systems of differentiation and stratification, both of which 
can lead to ranked differences in behavior and conditions. The process of norm creation 
and promotion is similar to that of selecting which norms should be enacted into law. While 
some norms are agreed upon and represent no problem to the group, others may not be 
mutually shared and require processes of conflict and cooperation. The criminalization 
process involves selecting social norms to become legal norms or laws. There are a number 
of possible sources of criminalization, depending on the norm in question.
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Throughout US history, crimes driven by bias1 have occurred, particularly against 
newcomers and minorities whose growing presence is commonly viewed as a threat 
to existing social groups (Chacon & Davis, 2006; Chavez, 2008; Levin & McDevitt, 
2002; Shively, McDevitt, Farrell, & Iwama, 2013; Steffensmeier & Demuth, 2001; 
Stowell, 2007; Wang, 2012). In the United States alone, a number of examples can be 
found, from the lynching of African Americans in the South to recurring attacks 
against each new wave of immigration (Hepworth & West, 1988; Hovland & Sears, 
1940; Levin & McDevitt, 2002; Martinez, 2008). However, it was not until the second 
half of the twentieth century, with a series of violent attacks targeting minorities and 
ensuing protests by civil rights groups, that the attention of legislators, law enforce-
ment officials, and the American public was drawn to the prevalence and impact of 
hate crimes across the United States (Grattet & Jenness, 2001).

While many civil rights groups began to collect data and publish reports on the 
substantial impact of biased acts on their constituents and communities to distin-
guish them from crimes in general, the term “hate crime” did not surface until the 
1980s, when journalists and policy advocates used it to describe crimes targeting 
African Americans, Asians, and Jews (Shively & Mulford, 2007). Yet without any 
official hate crime data collection system in place, policymakers and practitioners 
were unaware of the extent and nature of the problem in the United States (Anti‐
Defamation League, 2012; Grattet, Jenness, & Curry, 1998; McDevitt & Iwama, 
2016; Shively, 2005). In 1990, the US Congress passed the Hate Crime Statistics Act 
(HCSA) requiring the US Attorney General to collect data on crimes which 
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“manifest prejudice based on race, religion, sexual orientation, or ethnicity” from 
law enforcement agencies across the country and to publish an annual report on 
the findings.

This chapter begins by providing an overview on the development of federal hate 
crime legislation which followed concerns raised by advocacy and civil rights orga-
nizations seeking to bring awareness of the rising levels of violence fueled by 
discrimination and prejudice in the United States (McDevitt & Iwama, 2016). Next, 
I discuss the development of national hate crime data collections since the initial 
passage of HCSA, along with the limitations found in each of the datasets with 
regard to the underreporting and misclassification of hate crime. Although the 
passage of hate crime legislation and the subsequent development of hate crime data 
collections led to an advance in hate crime literature, research has since declined 
following the challenges associated with using hate crime data collections. 
Nevertheless, I discuss empirical studies that have examined the economic, demo-
graphic, and political contexts in which hate crimes are more likely to occur, and 
conclude with some recommendations for future research.

Hate Crime Legislation

With the passage of the Civil Rights Act of 1964, which gave the federal government 
permission to prosecute anyone who discriminates against any person because of 
his or her race, Color, religion, sex, or national origin in public accommodations, 
employment, and federally funded programs (Public Law 88‐352, 78 § 241), the fed-
eral government established a framework to reduce discrimination and violence 
against minority groups in the United States by giving the US Attorney General the 
power to file discrimination lawsuits. Yet, as the violence against minorities 
continued to escalate in the 1970s, national civil rights organizations such as the 
Anti‐Defamation League (ADL), the forerunners of the National LGBTQ Task 
Force, and the Southern Poverty Law Center began to collect data and report on 
these incidents to raise awareness of the nature and impact of violence born of 
 bigotry, and demand legislation to remedy the problem (Grattet & Jenness, 2001). 
For example, in 1979 the ADL started to record data on anti‐Semitic incidents using 
a national survey collected by each of its regional offices. Based on information 
gathered from victims, community leaders, and law enforcement officials, it began 
to publish reports in 1980 describing the characteristics of these crimes to illustrate 
the significant damage caused by these incidents on the victims and their commu-
nities. Nevertheless, despite the widespread coverage of these incidents by journal-
ists and policy advocates, who originally coined the term “hate crime” to distinguish 
them from non‐bias crimes in the 1980s, the general public viewed them as isolated 
incidents or instances of social unrest. There was no national hate crime data collec-
tion to give an understanding of the actual location, size, and scope of the problem 
(Perry, 2009; Tafoya, 1991).
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Recognizing that these types of incidents have severe and negative consequences 
on communities and its members, the US Commission on Civil Rights (1983) con-
ducted an investigation of these incidents and concluded that there existed a number 
of contributing circumstances in addition to the rhetoric of hate and acts of violence. 
In particular, the Commission contended: “Effective police responses to incidents of 
racial and religious violence are necessary to keep such incidents from spreading. 
If  the police fail to respond or respond in ways which clearly demonstrate a lack 
of  sensitivity, perpetrators can interpret the police inactivity to indicate official 
sympathy or even official sanction” (p. 14). Furthermore, it urged the federal 
government to conduct further examination of bias‐motivated violence, with pre-
liminary findings indicating that underreporting of such incidents was more 
severe than originally alleged.

In order to understand the nature and magnitude of the problem, the Hate Crime 
Statistics Act was first introduced in 1987, reintroduced in the following years, and 
finally enacted by the US Congress and signed by President George H. W. Bush in 
1990 (Marovitz, 1993; Nolan, Akiyama, & Berhanu, 2002; Shively et al., 2013). Under 
this legislation, Congress was able to recognize and effectively address this issue in a 
number of ways. First, the HCSA established a standard definition of hate crimes to 
distinguish them from non‐hate crimes by describing hate crimes as “crimes that 
manifest evidence of prejudice based on race, religion, disability, sexual orientation, 
or ethnicity, including where appropriate the crimes of murder, non‐negligent 
 manslaughter; forcible rape; aggravated assault, simple assault, intimidation; arson; 
and destruction, damage or vandalism of property.”2

Second, the Act recognized the need to gather data on the prevalence of hate 
crimes in order to determine patterns and develop preventive strategies to address 
the issue. The Federal Bureau of Investigation (FBI) was given this responsibility and 
tasked to acquire information on hate crime statistics from law enforcement agencies 
across the country to provide information on this type of crime (Federal Bureau of 
Investigation, 2016). Finally, the US Congress modified HCSA in 1994 to include 
enhanced penalties for crimes motivated by bias as a deterrence measure and to 
acknowledge that hate crimes have a negative impact that extends beyond the 
individual victim and affects the community as a whole (Freeman, 1996). 
Additionally, as part of the Violent Crime Control and Law Enforcement Act of 
1994, the US Congress included provisions requiring the US Sentencing Commission 
to create sentencing guidelines that enhanced penalties for individuals convicted of 
hate crimes under federal civil rights law.

With the passage of the Matthew Shepard and James Byrd, Jr., Hate Crimes 
Prevention Act in 2009, the federal hate crime legislation was amended to include 
categories for gender, gender identity, persons with disabilities, and juveniles 
(Cheng, Ickes, & Kenworthy, 2013). Additionally, it expanded the federal govern-
ment’s jurisdiction over the investigation and prosecution of hate crimes and 
increased the level of funding to help local programs combat hate crimes. 
Nevertheless, Grattet and Jenness (2001) argue that the most salient categories, such 
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as race and national origin, reflect “the oldest, most established and most recognized 
axes of oppression” (p. 33). In other words, the reporting patterns and trends of 
these types of incidents are much clearer than those on the more recently introduced 
categories due to the lengthy public discourse and widespread public acceptance of 
these earlier categories as groups that require protection in hate crime legislation. 
However, policymakers and practitioners remain concerned with the underreport-
ing of all protected categories of hate crime given the damage caused by hate crimes 
in making members of minority communities feel fearful, angry, and suspicious 
of other groups and, therefore, unlikely to report hate crimes to law enforcement 
officials (Shively et al., 2013).

Hate Crime Data Collection

In accordance with HCSA, the FBI became responsible for the national collection of 
hate crime data, having previously collected, published, and archived crime statistics 
since 1930. Under a separate but similar reporting system to their Uniform Crime 
Reports (UCR) program, the FBI began to collect information in 1991 on hate 
crimes reported by thousands of city, college, university, county, state, tribal, and 
federal law enforcement agencies, which voluntarily participated in its hate crime 
data collection. In 2015, a total of 14,997 city, county, state, university and college, 
tribal, and federal agencies submitted hate crime statistics to the UCR program, 
 covering 283 million inhabitants, or 88.3 percent of the total US population 
(Federal Bureau of Investigation, 2016). Due to the availability of annual information, 
the ability to disaggregate the data to a smaller unit of analysis (e.g., city, college, 
university, etc.), and the public accessibility of this data, this reporting system has 
been widely used by scholars to assemble findings on patterns and trends in hate 
crimes (Grattet & Jenness, 2001; Shively et al., 2013; Stacey, 2015). However, two 
additional sources of information to the UCR, the National Incident Based Reporting 
System (NIBRS) and the National Crime Victimization Survey (NCVS), were 
 developed much later to respond to some of the limitations in the FBI’s hate crime 
reporting system.

The FBI introduced the NIBRS in 1991 as a means of providing for a more com-
prehensive, detailed report of crime incidents than permitted by the UCR system. 
For example, NIBRS sought to address limitations in the UCR system such as the 
hierarchy rule, which restricted law enforcement agencies to reporting only the 
most serious offense per incident, disregarding multiple‐offense incidents. By elim-
inating this rule, NIBRS permits law enforcement agencies to account for all offenses 
that occur during the reported incident that are considered “mutually exclusive” 
(Federal Bureau of Investigation, 2016). In 1995, bias was added as a motivating 
factor for crimes, and the participating rate by agencies has been growing steadily, 
with many agencies now submitting reports to both the UCR system and NIBRS. 
Unfortunately, like the UCR data collection system, NIBRS also depends on the 
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 participation of law enforcement agencies. Moreover, the hate crime data collected 
by NIBRS covers fewer jurisdictions than those reporting to the UCR system. 
For example, in 2014, 6,520 law enforcement agencies participated in NIBRS data 
collection, representing about one‐third (35.2 percent) of the total number of law 
enforcement agencies participating in the UCR data collection system (Federal 
Bureau of Investigation, 2016). Therefore, while NIBRS offers a more comprehen-
sive look at the hate crimes being reported to police, it only accounts for hate crimes 
reported by a much smaller portion of the nation’s population than those reflected 
in the UCR data.

In comparison to the UCR and NIBRS hate crime data collections, the National 
Crime Victimization Survey is a useful alternative to collecting hate crime 
information from law enforcement agencies. The NCVS is an annual data collection 
conducted by the US Census Bureau for the Bureau of Justice Statistics, and began 
asking respondents in 2000 if they had been victims of vandalism and various 
 interpersonal crimes, and whether bias was involved as a factor in the offenses com-
mitted against them (Harlow, 2005; Wilson, 2014).3 In comparison to police reports, 
victimization surveys avoid the problems of dependence upon the public’s 
 willingness to report crimes to police and are not highly dependent upon statutory 
definitions of hate crime or law enforcement investigations, training, and record 
keeping. Unfortunately, common challenges with victimization surveys in general 
include obtaining unbiased samples of sufficient size, designing sampling and 
measurement instruments that will capture respondents with experiences and traits 
of interest, and respondents’ recollections of events and their willingness to disclose 
such events, which are often traumatic in nature (Shively et al., 2013). Additionally, 
while the NCVS data support the assessment of national trends across all hate 
crimes, they cannot be used to examine hate crime trends using smaller units of 
analysis such as state or county levels (Addington, 2008). It is also difficult to 
examine trends in specific subcategories of hate crime, such as those targeting Latino 
victims. Current efforts are being made to reassess the coverage and reliability of 
NCVS data to use in future research examinations of the reporting of crimes such as 
hate crimes (Shook‐Sa, Lee, & Berzofsky, 2015).

Limitations in Hate Crime Data Collection

Aside from the limitations faced by each of the national data collection sources 
(UCR, NIBRS, and NCVS), there are a number of challenges with collecting hate 
crime data in general. First, local law enforcement agencies reporting hate crime 
statistics are subject to each of their respective state’s hate crime legislation. 
Unfortunately, hate crime legislation varies widely by state in terms of (1) the specific 
traits legally defined as targets of hate crime motivation; (2) whether and how it 
addresses criminal penalties and civil remedies; (3) the range of crimes covered; (4) 
whether the statutes require data collection, and for what crime types; and (5) 
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whether training about hate crime is required for law enforcement personnel 
(McDevitt et al., 2000; Shively, 2005; Shively et al., 2013). For example, California 
hate crime statutes protect individuals against violence or threats of violence aimed 
at them or their property based on their race, Color, religion, ancestry, national 
origin, political affiliation, sex, sexual orientation, age or disability, or position in a 
labor dispute, or because of a perceived characteristic based on one of these 
 categories. Unlike many other states, California includes protection for crimes moti-
vated by age and political affiliation. Also, as a part of the Bane Act in California’s 
civil law (Cal. Pen. Code § 422.75), it “provides for sentencing enhancements of one 
to three years for certain bias‐motivated felonies” against targeted groups protected 
by California hate crime laws.

In comparison, Indiana is one of five states that do not have any hate crime pen-
alty enhancement laws and do not mandate police training on how to respond to 
hate crimes. Nevertheless, Indiana has bias crime reporting legislation that defines a 
bias crime as

an offense in which the person who committed the offense knowingly or intentionally: 
(a) selected the person who was injured; or (b) damaged or otherwise affected property 
by the offense because of the color, creed, disability, national origin, race, religion, or 
sexual orientation of the injured person or of the owner or occupant of the affected 
property or because the injured person or owner or occupant of the affected property 
was associated with any other recognizable group or affiliation.

(Indiana Code 10‐13‐3‐1; see Indiana Civil Rights Commission 1999)

While this legislation provides law enforcement agencies with a standard definition 
for the purpose of gathering hate crime data, agencies are unable to respond 
 effectively to these crimes without any penalty enhancement in their hate crime 
laws. Many advocates argue that this type of legislation, in turn, leads to the under-
reporting of hate crime by community members since agencies are unable to offer 
their citizens protections against such crimes (Nasatir, 2014). Consequently, these 
variations across state laws are reflected in the national hate crime data collection 
effort, undermining our ability to understand the nature and scope of hate crime at 
the national level.

Second, the HCSA mandated that the federal government collect data on hate 
crimes, but it did not require state or local law enforcement agencies to participate 
in the FBI’s data reporting program (McDevitt et al., 2003; Nolan & Akiyama, 1999; 
Nolan, McDevitt, Cronin, & Farrell, 2004). According to the 2015 hate crime 
statistics, 14,997 law enforcement agencies provided hate crime data, but only 1,742, 
or 11.6 percent, of those agencies reported hate crimes in their jurisdictions (Federal 
Bureau of Investigation, 2016). With a majority of the agencies reporting zero hate 
crime incidents to the FBI, these statistics continue to underestimate the actual 
number of incidents involving hate crimes (Levin & Nolan, 2011; McDevitt et al., 
2003; Shively, 2005). For instance, local law enforcement agencies in Los Angeles, 
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California reported 92 racially motivated hate crimes according to the FBI hate 
crime statistics for 2015. In contrast, law enforcement agencies in Houston, Texas 
reported a total of 12 racially motivated hate crimes in 2015 (Federal Bureau of 
Investigation, 2016). Even accounting for the different population sizes of each city, 
Los Angeles with an estimated 4 million residents and Houston with an estimated 
2.3 million residents, the disparity in reporting practices is evident.

Finally, apart from the restrictions imposed on hate crime statistics by the hate 
crime legislation, researchers also suggest that the disparities in hate crime reporting 
may be a function of internal factors at local level rather than true incidence 
(McDevitt et al., 2003). Primary among these internal factors is whether police offi-
cers recognize that an incident was motivated by bias, with many studies suggesting 
numerous definitional ambiguities as to what behavior characterizes hate crimes 
generally, and bias motivation more specifically (Bell, 2002; Boyd, Berk, & Hamner, 
1996; Garofalo & Martin, 1993; Martin, 1995; McVeigh, Welch, & Bjarnason, 2003; 
Nolan et al., 2004). For example, Haas, Nolan, Turley, and Stump (2011), after exam-
ining the magnitude of error in official hate crime reporting, found that classification 
errors undermined the accuracy of hate crime statistics in West Virginia. The largest 
number of undercounts appeared to stem from the failure of officers to recognize 
“bias indicators” when they were present in a given situation. Additionally, police 
organizations commonly do not have the necessary structures, resources, or culture 
to help officers working in highly discretionary environments to successfully iden-
tify bias motivation among the criminal incidents to which they respond (Balboni & 
McDevitt, 2001; Bell, 2002; McDevitt et al., 2003).

Hate Crime Research

The topic of hate crime as a national concern led to a growing interest among a 
number of scholars across different fields of study, such as criminology, political 
 science, psychology, and sociology (e.g., Barnes & Ephross, 1994; Boyd et al., 1996; 
Dunbar, Quinones, & Crevecoeur, 2005; Gutierrez, 1996; Herek, Gillis, Cogan, & 
Glunt, 1997; Levin & Rabrenovic, 2001; McDevitt et al., 2003; Perry, 2003). Research 
grew starting in the 1980s (e.g., D’Augelli, 1989; Finn, 1988a, 1988b; Finn & McNeil, 
1987; Herek, 1989; Sinensky & Freeman, 1988; Southern Poverty Law Center, 1989) 
and continued in the 1990s after the passage of the Hate Crime Statistics Act of 1990 
(e.g., Bell, 2002; Dharmapala & Garoupa, 2004; Eitle & Taylor, 2008; McDevitt et al., 
2003; Perry, 2002; Shively, McDevitt, Cronin, & Balboni, 2001; Taylor, 1991; Winters, 
1996). One of the major conclusions from this large body of literature is that hate 
crimes have severe consequences that affect not only the victims and their families, 
but entire communities.

While hate crime legislation and data collection fostered this growing body of 
hate crime research, less attention has been paid to providing a theoretical explana-
tion for this phenomenon. Given the inconsistency in the hate crime data, most hate 
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crime research has focused on the impact of the legislation and law enforcement 
practices on reported hate crimes (Cronin, McDevitt, Farrell, & Nolan, 2007; Hall, 
2011; King, Messner, & Baller, 2009; McDevitt et  al., 2003; McVeigh et  al., 2003; 
Nolan & Akiyama, 1999). Studies looking to explain this phenomenon have largely 
employed a sociological approach that has examined the relationship between hate 
crime and macroeconomic conditions or demographic transformations.4 Competing 
hypotheses have primarily emerged from the defended communities and social 
 disorganization perspectives, with mixed results in indicating support for one per-
spective over the other in explaining the prevalence of hate crimes. Additionally, 
some of the recent literature has started to examine the impact of antecedent events 
on hate crimes, given recent events that have caused concern over the rising level of 
hate crimes against particular groups. The following sections will examine the 
economic, demographic, and political explanations that have been tested to provide 
a better understanding of the prevalence of hate crimes, along with recommenda-
tions for future research.

Hate Crime and Economic Change

Scholars using economic conditions to explain hate crime often interpret it as an as 
outcome of displaced frustration and competition for material resources. For example, 
Hovland and Sears (1940) conducted one of the first controlled studies testing 
the displaced frustration hypothesis. They argued that the frustration caused by the 
economic downturns in the South led Southern Whites to transform this frustration 
into aggression aimed at vulnerable racial targets. Using data from 14 states in the 
South from 1882 to 1930, they found a strong inverse relationship between anti‐Black 
lynching and two economic measures, cotton prices and an economic index called 
the Ayres index. In a reanalysis of this relationship by Mintz (1946) and, later, by 
Hepworth and West (1988), neither study found evidence to support a relationship 
between anti‐Black lynching and cotton prices; a weak relationship was discovered 
between anti‐Black lynching and the economic index used in Hovland and Sears’s 
study. On the other hand, Beck and Tolnay (1990) also examined the association bet-
ween cotton prices and the lynching of Blacks and found evidence that violence 
against Blacks was associated with the economic misfortunes of Whites, particularly 
marginal White cotton farmers, according to data from 1882 to 1930. In a more 
recent examination of lynching data, Green, Strolovitch, and Wong (1998) found no 
evidence to support the relationship between economic downturn and anti‐Black 
lynching after replicating Hepworth and West’s (1988) study and extending it through 
the Great Depression era. However, they contextualize their conclusions by 
 suggesting that the current political conditions may act as a mediating factor in this 
relationship. Specifically, they suggest that “the relationship between economic dis-
content and intergroup aggression may hinge, then, on the ways in which political 
leaders and organizations frame and mobilize such grievances” (p. 89).
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Other studies featuring economic conditions have also explained hate crimes as a 
possible outcome of a competition for material resources, in addition to political 
conditions. For example, Olzak (1990) hypothesized that racial violence would 
increase in relation to a rise in economic competition resulting from an influx of 
immigrants, the urbanization of Blacks, economic contractions, and political 
 challenges to White supremacy in the South. Using data from 1882 to 1914, she 
 discovered that economic slumps during this time period, as well as the rising 
 competition caused by an increase in the immigrant population, were significantly 
associated with increasing violence against Blacks. Furthermore, the rise in the level 
of hate crimes during the most recent economic recession in 2007 and 2008 has 
been linked to the widespread blame placed on the rising immigrant population 
(e.g., “they” are stealing our jobs, “they” are costing us too much in welfare) as pub-
lished in mainstream media and extremist websites (Anti‐Defamation League, 1992; 
Gerstenfeld, 2013; Southern Poverty Law Center, 2009).

Although the relationship with economic conditions has been promoted as a 
promising explanation for predicting the recent rise in the level of hate crimes 
(Pinderhughes, 1993; Tolnay & Beck, 1995), macro‐level studies have found little 
evidence to support this hypothesis. For example, Espiritu (2004) found the impact 
of economic conditions in explaining the variation in hate crime incidents reported 
in the 1990s across the United States to be inconclusive. Green and colleagues (1998) 
also found little evidence to support the relationship, using unemployment rates and 
New York City Police Department hate crime data collected from 1987 to 1995 
(Green et al., 1998; Jenness & Broad, 1997). While they acknowledge that the diver-
gent findings might stem from the different time periods under investigation, they 
highlight the questionable methodology used in earlier studies examining anti‐
Black lynching and economic downturns at the turn of the twentieth century and 
suggest further research to examine this complex relationship.

Hate Crime and Population Change

Much of the scholarly work on demographic patterns and hate crimes has been 
informed by hypotheses stemming from the realistic group conflict theory. 
According to this theory, “intergroup hostility is produced by the existence of 
conflicting goals and reduced by the existence of mutually desired superordinate 
goals attainable only through intergroup cooperation” (Jackson, 1993, p. 397). One 
hypothesis derived from this theory, the defended communities perspective, con-
ceives demographic changes as the catalyst for increasing hate crime in a community. 
Specifically, the defended communities perspective suggests that residents share a 
common identity which hinges on their community’s racially homogeneous qual-
ities, and that a sudden growth of the minority population will produce outbursts of 
violence that revolve around trying to protect their community’s identity and main-
tain the quality of life in their community. According to his ethnographic study of 
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Chicago, Suttles (1972) found that some communities, which he called “defended 
neighborhoods,” were bound by a common identity, such as race or ethnicity, which 
they conserved through a variety of different practices, including “delinquent gangs, 
by restrictive covenants, by sharp boundaries, or by a forbidding reputation” (p. 21). 
For example, street corner gangs may claim “turf ” and scare off outsiders using 
defensive tactics for the purpose of segregating conflicting populations and main-
taining their common identity.

In another ethnographic study revealing changes in the lives of Jews and Italians 
in a Brooklyn community during the 1970s, Rieder (1985) also observed residents of 
the predominantly White community express blatant prejudiced attitudes and adopt 
hostile behavior, including acts of violence, toward the in‐migration of Latino and 
African American families into their communities. This bias stemmed from their 
fear that a growing number of minorities would change the community’s image. 
In contrast to Rieder (1985), DeSena’s (1990) ethnographic study focused on more 
covert methods of resistance applied by a predominantly White, blue‐collar neigh-
borhood in Brooklyn, New York called Greenpoint. Specifically, she observed the 
use of housing, the church, and the role of women to resist changes to the demo-
graphic makeup of the community. However, she found evidence to support the 
“defended neighborhoods” perspective, as initially illustrated by Suttles (1972), by 
arguing that the community’s resistance was a product of the changing ethnic 
 composition during the in‐migration of Latino residents to communities in 
Brooklyn, New York in the 1980s. While these studies find support for the defended 
neighborhoods perspective, the qualitative nature of their work makes it difficult to 
reproduce across other spaces and times to understand how defended communities 
could be tested to explain hate crimes in the present context.

Other hypotheses drawn from realistic group conflict theory examining the link 
between racial composition and racially motivated hate crimes have revealed mixed 
support (Tolnay, Beck, & Massey, 1989). The power‐threat hypothesis, for example, 
predicts that hate crime incidents are more likely in areas with a large concentration 
of minorities (Blalock, 1957). Tolnay and colleagues (1989) tested this argument by 
examining the association between Black concentration and anti‐Black lynching in 
the South. Using county‐level data from 10 Southern states on lynchings used in 
earlier studies, the authors tested whether earlier findings on the power‐threat 
 hypothesis were supported. Contrary to these previous studies, however, they high-
lighted methodological issues that had influenced the authors’ results, which had 
drawn support for the power‐threat hypothesis. In their own examination using 
the  same datasets and repairing some of these shortcomings, they discovered no 
 evidence to support the power‐threat hypothesis (Corzine, Creech, & Corzine, 1983; 
Reed, 1972; Tolnay et al., 1989).

Another set of arguments stemming from this area of research have hypothesized 
that racially motivated hate crimes will be greatest in areas where minorities make 
up a substantial portion of the population and the proportion will reach a certain 
point before the prevalence of hate crimes begins to decrease (Green et al., 1998). 
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Although there is little agreement on what the tipping point is, for example what 
percentage of the population must the minority population reach before witnessing 
a decline in violence, some scholars have pointed in a different direction. They argue 
that interracial hate crimes, as well as racially motivated crimes, could increase as 
communities become heterogeneous, where each group makes up 50 percent of the 
population, due to the increasing likelihood of interracial criminal encounters (Blau, 
1977; Green et al., 1998; Sampson, 1984). However, few scholars have tested these 
hypotheses and the results have shown mixed support in their ability to predict 
racially motivated hate crimes. As the number of diverse communities rises with the 
changes to the racial and ethnic makeup of the United States, these questions will 
need to be addressed in order to predict and prevent future hate crimes in many 
communities.

Hate Crime and Political Change

Early historical accounts have posited a strong link between the passage of national 
anti‐immigrant policies and practices and anti‐immigrant violence across the 
United States and in Europe, but most of these assumptions have remain untested 
(Green et al., 1998). With limited information available on crimes targeting immi-
grants during most of the twentieth century, few scholars have been able to unravel 
whether the political climate is associated with outcomes of hate against the groups 
being targeted. More recently, researchers have sought to determine whether these 
associations hold true given contemporary anti‐immigrant rhetoric. For example, 
Disha, Cavendish, and King (2011) explored the effects on anti‐Arab and anti‐
Muslim hate crimes of the terrorist attacks that took place on September 11, 2001 
in the United States, given the political and public rhetoric that followed blaming 
all Arabs and Muslims for these attacks. The authors found a strong relationship 
between the terrorist attacks and the rise in hate crimes targeting Arabs and 
Muslims, but found that hate crime offenses remained consistent given the loca-
tions and the size of the Arab and Muslim population. In another study, King and 
Sutton (2013) also examined the impact of the September 11 terrorist attacks on 
anti‐Arab and anti‐Muslim hate crimes, as well as the effect of the acquittal of O. J. 
Simpson on anti‐White and anti‐Black hate crimes, and the effect of the 1999 
Vermont state trial, which recognized same‐sex couples in Vermont, on anti‐gay 
hate crimes. The study found a positive and significant association between the 
September 11 terrorist attacks and the O. J. Simpson trial and hate crimes against 
race and religion, but no support for a link between the 1999 Vermont state trial 
and anti‐gay hate crimes. The authors suggested that certain singular political 
events may have a more significant impact on hate crimes than other events, 
although the findings were limited in examining only three particular events, which 
may have differed in the levels of political rhetoric and sentiment supporting either 
side of the political causes.
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Yet limitations in the data collection have prevented some studies from identi-
fying the effects of certain politicized events on hate crimes. For example, with the 
debate on immigration legislation and rising anti‐immigrant sentiment, the US 
Congress passed a House Appropriations Bill directing the National Institute of 
Justice to “evaluate trends in hate crimes against new immigrants, individuals who 
are perceived to be immigrants, and Hispanic‐Americans, and to assess the under-
lying causes behind any increase in hate crimes against such groups” (US House of 
Representatives, 2009, p. 679). Using hate crime statistics from the FBI’s UCR data, 
Shively and colleagues (2013) identified a statistically significant increase in anti‐
Latino hate crimes in the mid‐2000s and a slight downturn at the end of the decade. 
However, the legal, spatial, and temporal limitations in the data collection made it 
difficult to assess the causes behind the rise in hate crimes. First, the uneven geo-
graphic distribution of crimes across different communities made it difficult for the 
authors to explain what types of conditions might have led to the rise in hate crimes 
in the mid‐2000s. Second, the difficulty in observing significant trends for sub-
groups, such as anti‐Latinos, was challenging due to inconsistent reporting over 
time unless all hate crimes were being observed. Finally, none of the national hate 
crime data collection systems collected information on hate crimes against immi-
grants because they did not offer protections against those hate crimes motivated by 
bias against immigrants. Nevertheless, the authors offered suggestions that might 
help improve our ability to form a better understanding on the prevalence of hate 
crimes despite these limitations.

Summary

Following the passage of the Hate Crime Statistics Act of 1990, hate crime as a public 
policy issue has dramatically grown, in large part due to the creation of a national 
hate crime reporting system, as well as an expansion of federal and state hate crime 
legislation and a growth in the hate crime literature. First, the FBI, which became 
responsible for the task of developing a national hate crime reporting system, began 
collecting data from a limited number of participating law enforcement agencies 
covering less than one‐third of the US population in 1991, expanding to nearly 
15,000 law enforcement agencies covering about 88.3 percent of the US population 
(Federal Bureau of Investigation, 2016; McDevitt et al., 2003; Nolan et al., 2002). 
Second, additional changes to federal hate crime legislation and a rise in the number 
of states with hate crime statutory provisions have ensured that hate crimes are 
investigated and reported by local authorities, which are largely responsible for 
investigating and prosecuting most hate crimes reported in the United States. Finally, 
the growth in the national hate crime reporting system along with the rapid spread 
of federal and state hate crime legislation have significantly contributed to a rise in 
the volume of hate crime research. However, the limitations faced by the national 
hate crime data collection, the variations in federal and state hate crime legislation, 
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and the recent decline in hate crime literature have left many research questions 
unanswered and many policymakers, practitioners, and scholars concerned about 
the future of hate crime research and policy.

Despite these challenges, it is evident that studies examining the effects of 
economic, demographic, and political changes have attracted significant interest 
among hate crime researchers, and have shown some promise in explaining this 
phenomenon. As economic, demographic, and political forces continue to drive 
change in communities across the United States, it is important to understand how 
they influence the prevalence of hate crimes. For example, how does the economic 
recession and rising immigration population contribute to the level of hate crimes in 
particular communities experiencing a growth in poverty and a rise in the new 
immigrant population? How does the rise in anti‐immigrant sentiment influence 
hate crimes against different groups? Does the passage of anti‐immigrant legislation 
lead to a rise in hate crimes against different groups?

At the same time, these studies could also offer researchers an opportunity to 
direct future research in ways that improve future data collection, legislation, and 
work on underexamined areas in hate crime research. For example, the limitations 
in US hate crime data collections have indicated that reported hate crime data are 
subject to the identification, collection, and reporting of hate crime by each state 
according to their legislation. To date, most research has explained the prevalence of 
hate crime in the context of local communities. An important question might also 
be to ask whether hate crime collection, reporting, and prosecution are influenced 
by the economic and political climate of the local law enforcement agency. To what 
extent and under what economic and political conditions are local law enforcement 
agencies less likely to identify, collect, report, and prosecute hate crimes? Are racially 
heterogeneous communities more likely to identify and report hate crimes than 
homogeneous communities? How does the rise in the Latino population influence 
the rise in the reporting, identification, and prosecution of hate crimes against Latinos?

Additionally, understudied areas in hate crime research such as hate crimes 
against immigrants may profit from emerging areas of research on hate crimes by 
providing a measure of the size and scope of this issue. With immigration policies 
and practices continuing to target immigrants, many researchers in the area of 
immigrant victimization have sought to focus their efforts on understanding 
particular groups of victims who may be more vulnerable to violence, abuse, and 
exploitation. For example, Zatz and Smith (2012) highlight the effects of anti‐ 
immigrant laws and enforcement practices on increasing the levels of vulnerability 
of day laborers and domestic workers. Yet we know so little about the effect of anti‐
immigrant legislation or public rhetoric on bias behavior. Nevertheless, as Green 
and colleagues (1998) emphasize, it is important to “distinguish[ing] between hos-
tile racial attitudes and actions” and to understand how the former lead to the latter 
(p. 398). Therefore, it is important to capture both the spatial and the temporal 
effects, which could have a direct and causal effect on reported anti‐immigrant hate 
crimes in the context of recent anti‐immigrant rhetoric and legislation.
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Notes

1 The term hate and bias crime are often used interchangeably. Hate crime is the term most 
commonly used and as such has been chosen as the main term to be used in the present 
study.

2 Hate Crime Statistics Act 1990, H.R.1048. 101st Congress (1989–1990). Available at 
https://www.congress.gov/bill/101st‐congress/house‐bill/1048/text.

3 When the Bureau of Justice Statistics first began collecting information from the NCVS, 
it developed the questionnaire items to identify victims of hate crimes with the US 
Census Bureau.

4 Although there are studies that address individual‐level attributes such as psychological 
causes that predispose different individuals to aggression and violence against a victim’s 
social group, this approach faces the challenge of tracking individuals over time and 
recording their behavior to test the individual‐level attributes believed to dispose 
 individuals to commit hate crimes.
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Modern democracies entrust the police with primary responsibility for the domestic 
exercise of coercive control, the core of their function being the legitimate capacity 
to use force to protect citizens and officers from the dangerous people in their midst 
(Bittner, 1970). The legitimacy of the police rests largely on the premise that officers 
will treat citizens fairly and equally. Indeed, the political tenet of equal justice stands 
among the most cherished ideals of the United States. Yet, when significant social 
inequalities exist, policing implicitly involves protecting social arrangements that 
advantage more privileged segments of society. Groups perceived as special threats 
to the status quo, especially racial and ethnic minorities, may bear the brunt of 
coercive control by the police (Holmes & Smith, 2008).

The conflict theory of law maintains that coercive crime control is an instrument 
expressly used by powerful groups to protect their interests (e.g., Chambliss, 2001; 
Turk, 1969). In this view, the economic oppression and legal injustice long experi-
enced by Blacks and Hispanics (particularly those of Mexican origin) make them 
troublesome populations in the eyes of the dominant group and the police, who per-
ceive them as potential threats to social order and personal safety (Holmes & Smith, 
2008).1 Preservation of the differential structure of privilege requires  exercising 
coercive power to control the threat posed by these disadvantaged groups, which 
have much to gain and little to lose (Jacobs & O’Brien, 1998). The structural charac-
teristics of society thus become manifested in the formal and informal  organization 
and practices of policing (Chambliss, 2001). Racial threat theories are derivatives of 
the conflict tradition that specify testable relationships between structural indicators 
of racial threat (e.g., percent Black in a population) and resource allocations to police 
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agencies and street‐level strategies of policing. Although policing may represent the 
legitimate interest of all citizens in controlling crime and its injurious effects, empirical 
research reveals that police coercion is linked to the racial composition of commu-
nities (e.g., Carmichael & Kent, 2014; B. Smith & Holmes, 2014).

This chapter assays contemporary racial threat theory and research. The theoret-
ical development of the threat perspective has focused on issues such as whose 
interests are served by various forms of police coercion and the contexts in which 
racial threat is most salient. These matters are the focus of the next section. 
Then empirical investigations that test threat hypotheses about resource allocations 
(personnel and fiscal) to police departments and street‐level behaviors of police 
(arrest, use of excessive force, police‐caused homicide) are reviewed. A discussion 
of what we know and need to know about the relationship between racial threat 
and police coercion concludes the chapter.

Racial Threat Theory

The generic concept of racial (or minority) threat is often used somewhat impre-
cisely in research on various forms of social control (Eitle, D’Alessio & Stolzenberg, 
2002). While various perspectives provide insight into dominant‐group responses to 
minority populations, this chapter focuses specifically on the empirically testable 
theoretical perspective introduced in the first section. Research in that tradition 
employs multivariate analyses of aggregated data to look at how the racial composi-
tion of geographic entities influences patterns of police coercion. Large cities are 
generally the focus of these investigations.

Racial Composition and Threat

Racial threat theories maintain that White citizens and local police officials exercise 
their political influence to encourage the strategic use of coercive crime control 
against minority citizens in cities with relatively large minority populations. Popular 
stereotypes associate Blacks and Hispanics (particularly those of Mexican origin) 
with serious criminality and violent proclivities (e.g., Bender, 2003; Chiricos, Welch 
& Gertz, 2004; Quillian & Pager, 2001). The presence of relatively large minority 
populations (whether real or perceived) heightens perceptions of criminal threat 
among Whites (e.g., Chiricos, Hogan, & Gertz, 1997; Liska, Lawrence, & Sanchirico, 
1982; Wang, 2012). Similarly, police officials may believe that minority groups are 
inclined to criminality and threaten social order (e.g., Turk, 1969), and thus they 
may see relatively large minority populations as presenting a substantial problem of 
social control (e.g., Liska & Yu, 1992). While agreeing on these particulars, variants 
of the racial threat hypothesis conceptualize the effect of perceived threat on coercive 
crime control somewhat differently.
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The first systematic statement of racial threat theory appeared in Blalock’s seminal 
Toward a Theory of Minority‐Group Relations in 1967. He argued that minority 
groups may experience discrimination when they threaten the political or economic 
interests of the dominant group in society. The relative size of a minority group 
determines the degree of threat it presents and the amount of discrimination it will 
confront. Of special relevance to state social control, Blalock (1967) hypothesized 
that as a minority group is perceived ideologically as posing a greater threat of crime 
and violence, social control efforts increase dramatically (pp. 166–168). Thus, the 
theory predicts an upward‐curving relationship between threat‐oriented ideologies 
and social control efforts. Subsequent work suggests, however, that there are limits 
on the increasing use of social control by the state (e.g., Jackson & Carroll, 1981). 
When a minority group represents a numerical majority, it achieves greater political 
power and becomes capable of effectively mobilizing resources for collective action 
on its behalf. In predominantly minority communities, therefore, minority citizens’ 
ascendant political power may reduce the use of coercive crime control strategies, 
which are seen as supporting dominant interests. Research on coercive crime  control 
framed in this modified variant of the “power‐threat” argument predicts an initially 
positive relationship between percent minority and the mobilization of coercive 
crime control strategies, which will turn negative as the minority population reaches 
a level where it can begin successfully exerting political power (see B. Smith & 
Holmes, 2014).2

Also building on Blalock’s model, racial threat theory offers an alternative linear 
hypothesis about the effects of percent minority on crime control efforts. The “threat 
hypothesis” postulates that "the greater the number of acts or people threatening to 
the interests of the powerful, the greater the level of deviance and crime control" 
(Liska, 1992, p. 18). This approach maintains that the dominant group and police 
authorities can effectively marshal coercive crime control mechanisms even as 
minority populations become increasingly large. These tactics help preserve existing 
social arrangements to the benefit of the dominant group, but perhaps more impor-
tantly certain forms of coercive control may serve the interests of police officers on 
the street (Holmes, 2000; Liska & Yu, 1992). In this perspective, relatively large 
minority populations may amplify the risk perceived by police and increase their 
willingness to employ coercive street‐level tactics irrespective of any political 
 opposition from minority citizens.

Both the curvilinear power‐threat and linear threat hypotheses provide potentially 
fruitful approaches for explaining the coercive control of minority populations, but a 
critical question concerns whose interests are served by various forms of police 
 coercion. Do the police protect dominant‐group interests, or do their actions reflect 
their own interests? Politically powerful citizens may wield considerable sway over 
the distribution of resources for policing by state and local government, but they may 
exert appreciably less influence over the street‐level actions of police officers. 
Nonetheless, police authorities must remain mindful of resource disadvantages that 
might befall their agency should influential citizens become dissatisfied with the 
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operational practices of the organization. Accordingly, rather than heeding an official 
policy of fairly administering justice in a value‐free framework, police agencies may 
substitute goals and implement policies that accommodate this organizational impera-
tive (Chambliss & Seidman, 1971). The street‐level operations of policing involve pol-
icies and practices that maximize rewards and minimize strains for the organization— 
it is organizationally expedient for police to refrain from deploying coercive action 
against more powerful citizens and to focus on the powerless instead. In this way, the 
differential mobilization of street‐level coercive control reflects the organizational 
imperatives of policing and protects dominant‐group interests.

Even though coinciding in some degree with dominant‐group interests, the 
street‐level behavior of police is motivated appreciably less by dominant values and 
interests than by the exigencies of their unique position. Police stereotypes of minor-
ities conflate race and violent criminality, imagery that is reinforced by selective 
personal experience and departmental folklore (e.g., Bolton & Feagin, 2004; 
Ogletree, Prosser, Smith, & Talley, 1995; M. Smith & Alpert, 2007). The attitudes 
and actions of minority citizens may be perceived as directly threatening a police 
officer’s well‐being or challenging an officer’s authority (Skolnick & Fyfe, 1993; 
Westley, 1970). Moreover, police behavior is characterized by a high degree of dis-
cretion and a low degree of visibility and may thus be guided by extralegal factors 
(e.g., D. Smith & Visher, 1981). In light of these considerations, it makes sense that 
the immediate threats perceived by police during encounters with minority citizens 
would take primacy over more distal political pressures from the dominant group in 
motivating their street‐level actions (Holmes, 2000; Liska & Yu, 1992). At the same 
time, the practices of street‐level policing do not ordinarily elicit scrutiny by 
 dominant group members, who may willfully ignore clandestine “dirty work” that 
represents their interests (Jacobs & O’Brien, 1998).

Taken together, these considerations indicate that threat has multiple dimensions, 
reflecting the interests of both dominant‐group members and the police (Holmes, 
2000; Holmes & Smith, 2008). Resource allocations and surveillance strategies of 
policing may assuage the racial threat perceived by the dominant group, but police 
officers patrolling the street are hardly automatons mindlessly heeding dominant‐
group expectations about police work. Questionable practices that may not be 
acceptable should they come to light in more demure social circles of the dominant 
group may well serve the interests of officers on the street. Therefore, the curvilinear 
power‐threat hypothesis may better predict certain forms of state social control, 
whereas the linear threat hypothesis may better predict others.

Ecological Factors and Threat

While racial threat hypotheses are frequently framed in terms of the relative size of 
minority populations, that alone may not be sufficient to explain levels of perceived 
racial threat and police coercion in cities. Ecological or spatial characteristics of 
 cities, particularly residential segregation, also may exert an important influence. 
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On the one hand, given that racial segregation isolates threatening populations and 
limits intergroup contact, it may effectively minimize perceptions of threat among 
dominant‐group members and reduce social control efforts (e.g., Blalock, 1967). On 
the other hand, although Whites may not perceive the crimes that take place in 
minority neighborhoods as personal threats, they may still perceive disadvantaged 
minority citizens of segregated neighborhoods as special threats to social order 
(e.g., Liska & Yu, 1992; Spitzer, 1975). Work on police coercion is informed more by 
the latter perspective.

One such argument maintains that police discriminate against Blacks to defend the 
interests of White neighborhoods. For example, Stewart, Baumer, Brunson, and 
Simons (2009) found that Black youths residing in predominantly White neighbor-
hoods more frequently perceived discrimination by the police compared with their 
counterparts in predominantly Black neighborhoods. However, the binary question 
used in the study, which simply indicated whether the respondent had experienced 
police discrimination, did not allow determination of whether the respondents’ 
 perceptions indicated objective differences of treatment or less reliable subjective 
impressions. Further evidence for the defense of White neighborhood hypothesis is 
found in studies employing objective indicators of police behavior. A study con-
ducted in New York City showed that Blacks and Hispanics were stopped by police at 
higher rates than Whites in all areas of the city, but those encountered in neighbor-
hoods with comparatively small Black populations were stopped relatively more fre-
quently (Fagan & Davies, 2000). Similarly, a study of police surveillance of  motorists 
found that Blacks driving in nonminority areas were subjected to greater surveillance 
(Meehan & Ponder, 2002). These studies are limited to a few jurisdictions, however, 
and field research provides evidence that residents of minority neighborhoods are 
targeted for more aggressive policing strategies (e.g., Brunson & Miller, 2006; 
Chambliss, 1994; Curtis, 1998; Herbert, 1997; Rios, 2011; Venkatesh, 2000).

In contrast to the defense of neighborhood argument, Holmes and Smith (2008, 
2012; B. Smith & Holmes, 2014) maintain that police patrolling in highly segre-
gated cities perceive minority citizens as directly threatening to their well‐being 
and are more likely to employ aggressive tactics in that context. Many Black and 
Hispanic urban neighborhoods are characterized by challenging economic and 
social conditions—poverty, social isolation, crime, weapon availability, violence, 
and social disorder/incivilities—that may pose objective and subjective threats to 
police (see, e.g., Anderson, 1999; Massey & Denton, 1993; Peterson & Krivo, 2010; 
Skogan, 1990). Their day‐to‐day work in such areas exposes them to the most 
 difficult conditions of urban life. Moreover, citizens sometimes challenge their 
authority (e.g., Weitzer & Brunson, 2009) or personal safety (e.g., Kent, 2010). 
Officers may become conditioned to associate such locales with criminality and 
danger (e.g., Bayley & Mendelsohn, 1968; Crank, 1998; Herbert, 1997; Meehan & 
Ponder, 2002) through exposure to other officers’ war stories and personal experi-
ence. Whether symbolic or real, threats perceived by police may elicit emotions 
such as fear and anger, which may play a major role in triggering aggressive 
responses to minority citizens (Holmes & Smith, 2008, 2012). Stereotyping may 
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amplify officers’ emotional responses. While useful for conserving mental resources 
and routinizing interactions, stereotyping may elicit specious attributions and inap-
propriate behavioral reactions to minority citizens. Officers who work in districts with 
large populations, high rates of violent crime, and greater concentrations of minorities 
may be especially prone to stereotypic responses to minority citizens (Correll et al., 
2007), including gratuitous acts of aggression (Holmes & Smith, 2008, 2012).

In addition to the spatial organization of cities, regional differences in race rela-
tions may influence perceptions of racial threat. The unique historical circumstances 
of northern and southern states may produce variations in the social control of 
Black populations (Blalock, 1967; Chambliss & Seidman, 1971; Hawkins, 1987). 
Southern ideology includes exaggerated beliefs about Black males being “oversexed, 
overaggressive, and criminally inclined,” imagery that justifies extreme coercive 
control (Blalock, 1967, p. 167). In contrast, Blacks in the North may be seen as less 
threatening and thus largely ignored. A competing viewpoint suggests that southern 
paternalism diminishes social control of Blacks compared with other regions (see 
Hawkins, 1987). Regional variations in perceptions of threat may, however, be medi-
ated by historical events. For example, in an early study of police strength in cities, 
Liska and colleagues (1981) found the effects of percent non‐White and segregation 
depended on region and year. The findings across five time periods from 1950 to 
1972 reflected the impact of the civil rights movement in the South and urban dis-
order in the non‐South.

Regarding Hispanics, the Mexican‐origin population of the Southwest comprises 
the largest segment of the overall Hispanic population and is perceived as a major 
criminal threat (Holmes, Smith, Freng, & Muñoz, 2008; Wang, 2012). Tensions bet-
ween the police and the Mexican‐origin population are deeply rooted in the history 
of the Southwest (Bender, 2003). Contemporary stereotypes of Mexican criminality 
include imagery such as “gang bangers” and “illegal drug smugglers” (Bender, 2003; 
Martinez, 2002). Bias against those of Mexican origin reflects nativist sentiments, 
and stereotypes highlight the criminal threat allegedly posed by poor Mexican 
immigrants. Yet, crime is not a major problem among that population (see, e.g., 
Hagan & Palloni, 1999; Ousey & Kubrin, 2009). Nonetheless, media portrayals and 
political rhetoric fuel anxiety among the dominant group (Bender, 2003; Martinez, 
2002), which may mobilize its political power in support of enhanced police coercive 
control in the Southwest (Holmes et al., 2008). There is some evidence that Hispanics 
in the Southwest are subjected to more extensive police coercion than those living in 
other regions (Holmes, 2000; Jackson, 1985).

Racial Threat and Dimensions of Police Coercion

Police coercion falls into two broad categories: The allocations of resources to police 
agencies, and the strategies of street‐level policing. Numerous studies of racial threat 
focus on allocations of law enforcement personnel and fiscal expenditures to city 
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police departments, which involve political decisions that reflect patterns of influence 
among various groups of citizens. Evidence for these resource allocations with 
 predictions of threat hypotheses—after controlling for alternative  explanations—
would support the proposition that dominant‐group fears translate into a greater 
capacity for social control of minority populations. That does not necessarily support 
a conclusion that the underlying motivation is overtly discriminatory, or even that 
the resources are deployed differentially in disadvantaged minority neighborhoods. 
It seems implausible, however, that increases in the fiscal operating capacity and 
strength of numbers for policing would be utilized to regulate more affluent White 
neighborhoods.

The coercive strategies of street‐level policing take two general forms—those that 
are legitimate and those that are not. Racial disparities in the use of tactics that fall 
within the bounds of law may reflect underlying patterns of criminal behavior, 
discrimination by police, or both. These include arrests and police‐caused 
 homicides. Illegitimate police actions involve violations of departmental regulations 
and/or criminal statutes. Use of excessive force falls squarely into this category. 
These actions are especially interesting from the standpoint of racial threat theory, 
as a differential pattern of deployment across racial groups can only be explained as 
a product of discrimination.

Police Resource Allocations

Research on the crime control capacity of political entities has proliferated over 
the past half‐century. A key question addressed in that body of work is whether the 
 allocation of public resources to policing primarily represents a community’s con-
sensual interest in controlling crime or the political interests of the dominant group 
in controlling minority populations.

The possibility that the distribution of resources to policing is driven largely by 
consensual public concern about crime derives from economic rational choice the-
ories. The underlying assumption of that perspective is that the demand for crime 
control reflects a relatively stable economic preference or interest (Liska, 1992). The 
political system is said to respond to various welfare concerns by maximizing 
resource allocations to high‐demand services. Crime involves great potential costs 
for all citizens and represents a fundamental political interest, and communities 
with higher crime rates will experience a greater consensual demand for policing 
(Nalla, Lynch, & Leiber, 1997). Crime rates should, therefore, dictate resource 
distributions to policing.

In contrast, racial threat arguments stipulate that group interests and political 
influence are unequally distributed and that crime control efforts correspond with 
the interests of the powerful (Liska, 1992). As discussed, White citizens and police 
authorities perceive relatively large minority populations as criminal threats and 
problems of social control. Rather than fighting crime in general, police agencies 
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concentrate their efforts in disadvantaged minority neighborhoods (Chambliss, 
2001). Rank‐and‐file officers also may push for increased police strength and other 
assets for street‐level policing in areas where citizens are viewed as threats to their 
safety. In the racial threat perspective, then, the primary drivers of resource 
 allocations to policing are the racial and spatial composition of the city.

A number of early studies tested predictions about the effects of rational choice 
and racial threat variables on police resource allocations (primarily measured as 
police strength) using various research designs (for a review, see Sever, 2003). 
Generally, these studies provided considerable support for threat hypotheses, with 
only 5 of 28 reporting negative findings. The relationship between crime (and other 
rational choice predictors) and police resources is less consistent and provides com-
paratively little support for the rational choice model (Holmes et al., 2008). That 
body of research afforded little attention to the power‐threat hypothesis, although a 
few studies reported evidence consistent with it (Greenberg, Kessler, & Loftin, 1985; 
Jackson, 1985, 1986; Jackson & Carroll, 1981).3 Moreover, the Hispanic population 
and racial segregation received little attention.

More recent studies extend earlier research in several ways. In addition to further 
testing the alternative versions of the threat hypothesis, newer studies give more 
attention to the effects of percent Hispanic (Carmichael & Kent, 2014; Holmes et al., 
2008; Kent & Jacobs, 2005; Stucky, 2005; Stults & Baumer, 2007) and racial  segregation 
(Carmichael & Kent, 2014; Kent & Jacobs, 2005; Stults & Baumer, 2007). They also 
give some consideration to the interaction of percent minority and region variables 
(Kent & Jacobs, 2005) and the underlying micro‐level assumptions of racial threat 
hypotheses (Stults & Baumer, 2007).

In regard to the power‐threat hypothesis, which is most theoretically relevant to 
resource allocations for policing, the findings are somewhat mixed. Using a pooled 
time‐series model, Kent and Jacobs (2005) found a positive effect of the natural 
log of percent Black (the logged effect indicates that the strength of the relation-
ship diminished at higher values of percent Black), which became larger in later 
time periods. The increase in this effect over time suggests that the oppression of 
Blacks is intensifying, contrary to the prediction of more optimistic views about 
contemporary race relations in the United States. A curvilinear effect of percent 
Hispanic did not correspond to power‐threat predictions, initially being slightly 
negative then turning sharply positive at about 25 percent Hispanic in a city. The 
researchers suggested that given the low percentage of Hispanics in most cities, 
research focusing specifically on that population should probably be restricted to 
the Southwest. Another study employing a pooled time‐series approach found 
similar effects of percent Black on police strength (Carmichael & Kent, 2014). 
Percent Hispanic had no effect, however. Similarly, a cross‐sectional study reported 
an initially positive curvilinear relationship of percent Black consistent with the 
power‐threat hypothesis, but no relationship of percent Hispanic to police force 
size (Stults & Baumer, 2007). In addition, a curvilinear relationship between 
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Whites’ fear of crime and police force strength corresponded to the effect of 
 percent Black, supporting a key premise about what motivates perceptions 
of racial threat.

Of particular significance to the argument that political influence from com-
peting groups affects the allocation of police resources, Stucky (2005) considered the 
mediating effect of the form of city government on the relationship of percent 
minority variables to police strength. The form of the relationship of percent Black 
and percent Hispanic to total police employees was contingent on the degree to 
which cities had traditional political systems that render political officials more 
 susceptible to influence from citizens. While generally consistent with threat 
 arguments, the findings suggest that the effects of racial threat on police strength are 
more complex than commonly conceptualized.

Following the suggestion of restricting analyses of Hispanics to the Southwest, 
Holmes and colleagues (2008) conducted cross‐sectional analyses of per capita 
expenditures on policing and the number of police officers in southwestern cities. 
Percent Hispanic had a positive relationship to police expenditures that turned 
 negative at about 27 percent Hispanic population. Percent Hispanic was not related 
to the police strength variable. Interestingly, given the regional context of the study, 
percent Black had a positive, linear relationship with both outcome variables. 
The mean percent Black was small in these cities, which may explain the lack of 
 curvilinear relationships. Factors uniquely important to perceived threat in the 
Southwest—distance to the US–Mexico border and Anglo [non‐Hispanic White]–
Hispanic income inequality—influenced, respectively, expenditures and police 
strength. These findings again suggest that racial threat may involve more than just 
the racial composition of city populations.

Another important threat indicator is the degree of segregation within a city. The 
study by Kent and Jacobs (2005) found that Black–White segregation sharply 
reduced police strength in the South compared with other regions, possibly because 
law enforcement officials in segregated southern cities believe Blacks want less 
policing in their neighborhoods. Another possibility, however, is that segregated 
Blacks in the South are seen as less threatening to the dominant group compared 
with those living in inner‐city neighborhoods in other regions, a finding consistent 
with the argument that Blacks are treated with greater lenity in the South (see 
Hawkins, 1987). An interaction between percent Black and Black–White segrega-
tion was also present in the data, which indicated that less police strength can be 
expected in cities with relatively large and highly segregated Black populations. Two 
other studies including Black–White segregation found that the measure is posi-
tively related to police strength (Carmichael & Kent, 2014; Stults & Baumer, 2007). 
In addition, one study included Hispanic–White segregation, which was not 
s tatistically significant (Carmichael & Kent, 2014).

Overall, the findings from studies of police resource allocations provide 
 considerable support for threat hypotheses with respect to the Black population. 
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The findings for Black segregation are somewhat mixed but indicate that segrega-
tion also influences allocations of police resources. The more limited findings 
regarding the Hispanic population provide mixed support for the threat hypothesis, 
although a study of the Southwest suggests that regional variations in perceived 
threat may matter. The single study considering Hispanic segregation showed it had 
no effect on police resource allocations.

Coercive Strategies of Policing

Social scientists have long been concerned about street‐level police practices in 
minority communities (e.g., Johnson, 2003; Myrdal, 1944; Westley, 1970). Much of 
the research on the issue provides evidence of the differential treatment of minority 
citizens, but it typically focuses on a limited sample of communities (e.g., D. Smith, 
1986). While that research provides important insights into discriminatory police 
action, the broader comparisons conducted to test racial threat theory offer impor-
tant insights into whether these findings reflect a widespread pattern of differential 
coercive control.

Arrest The power to arrest is fundamental to formal social control and comprises a 
key part of the police role in society. Yet, police possess substantial discretion in 
exercising their legitimate authority to arrest criminal suspects, particularly in less 
serious cases (Ousey & Lee, 2008). The racial threat and place hypotheses predict 
that the discretionary capacity to selectively arrest suspects is essential to the con-
tainment and control of threatening minority populations (see Stolzenberg, 
D’Alessio, & Eitle, 2004). The “differential crime hypothesis” counters that minority 
communities have higher crime rates, which translate into higher arrest rates.

Until rather recently, little research on the relationship between racial threat and 
arrest rates was reported. Sophisticated quantitative analyses began to appear in the 
literature more frequently during the last few years. By necessity, these studies con-
sider only Blacks because available data generally do not include Hispanic arrests. 
One such study tested Blalock’s (1967) hypotheses regarding political and economic 
threat, as well as Liska’s (1992) threat of minority crime hypothesis. Employing data 
for South Carolina counties and pooled cross‐section time‐series analyses, the study 
examined the Black‐to‐White arrest ratio for violent felony offenses (Eitle et  al., 
2002). Rather than using percent Black as a predictor of threat, more specific 
 measures of the various forms of threat were included in the analysis because racial 
composition cannot adequately capture how the various dimensions of minority 
threat are manifested. Percent of reported violent felony offenses involving a Black 
perpetrator and White victim served as the measure of racial threat, which was the 
only statistically significant predictor of the outcome measure. These findings 
 supported the threat of Black crime hypothesis, but not the political or economic 
threat hypotheses.
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Another study used a multilevel analysis, which incorporated a micro‐level mea-
sure of Black‐on‐White‐crime and macro‐level measures of percent Black and racial 
segregation (Stolzenberg et al., 2004). The outcome measure was violent crimes that 
resulted in arrest and the victim provided information on offender characteristics. 
The findings did not support the racial threat hypothesis, revealing that the arrest 
rate of Blacks declined sharply with a decelerating slope as percent Black increased. 
At the micro level, Black offenders were less likely to be arrested within cities with 
large Black populations. Racial segregation conditioned the probability of a Black 
offender being arrested, however, with the likelihood being greater in integrated cit-
ies and lower in segregated cities. In addition, police were more likely to make an 
arrest in Black‐on‐White crimes in integrated cities. Stolzenberg and colleagues 
concluded that racial segregation serves as an instrument of state control by which 
“problem populations” are handled passively with less reliance on police coercion 
being required.

An aggregate‐level analysis of race‐specific total arrest rates by Parker, Stults, and 
Rice (2005) similarly provides findings contradicting racial threat hypotheses. The 
results showed that Black arrests declined as the relative size of the Black population 
increased. Such findings are consistent with the “benign neglect” hypothesis—
victim–perpetrator dyads are more frequently intraracial in cities with relatively 
large and segregated minority populations, and minority crime victims may be seen 
as less deserving than White victims of official action. Racial segregation was not 
related to Black arrest rates, but an index of concentrated racial economic disadvan-
tage was positively related to arrest rates. This suggests that greater concentrated 
Black disadvantage heightens group differences and increases social control of poor 
urban Blacks. However, greater concentrated disadvantage among Whites was also 
related to higher arrest rates among that group. Parker and colleagues (2005) 
 concluded that these results are consistent with a Marxist interpretation that in 
 general poor populations are perceived as a threat to the social order.

Two analyses using city‐level data included lesser offenses, in which police have 
greater discretion regarding arrest. In a study of race‐specific arrest rates for drug 
offenses, Eitle and Monahan (2009) considered the role of police organization in 
addition to community characteristics. The findings for percent Black were consis-
tent with the power‐threat hypothesis. A racial inequality index (another indicator 
of racial threat) was included in the analysis, with its effect on Black arrest rates 
being moderated by the degree of formalization of police departments. The effect of 
racial inequality on Black arrest rates was negligible in cities with a relatively high 
degree of formalization, but its effect increased substantially with less formalization, 
consistent with racial threat hypotheses. The other city‐level study analyzed the 
Black–White gap in arrest rates for violent, property, drug, and weapon offenses 
(Ousey & Lee, 2008). The analysis substituted a Black–White exposure index for 
percent Black, a measure that captures the probability of interracial encounters in a 
particular census tract. The findings provided little support for either racial threat or 
benign neglect arguments. Residential segregation was included to capture the 
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spatial opportunity for selective deployment of law enforcement resources and 
discretionary arrest decisions based on race. These arguments were supported by 
the finding that residential segregation was positively related to the Black–White 
arrest gap for drug and weapon offenses, but not for property and violent offenses.

Excessive force The legitimate authority to use force is a singular defining 
characteristic of the police (Bittner, 1970), but the police may also employ it gra-
tuitously (Holmes & Smith, 2008). Occurring without lawful necessity, such force 
ranges from relatively minor transgressions, such as "roughing up" uncooperative 
or  disrespectful suspects, to unjustifiable homicides. Not only may excessive 
force cause harm to individual victims, it can damage police–minority relations 
in the larger community. Despite the clear importance of the issue, until recently 
it has received little attention in research on racial threat.

Whereas racial threat theory sees police use of excessive force as a byproduct of 
deeply embedded social inequalities, various organizational perspectives maintain 
that characteristics of police agencies explain the variable incidence of excessive 
force across jurisdictions (e.g., Skolnick & Fyfe, 1993). Subcultural norms encourage 
the use of excessive force and demand that officers remain loyal and maintain 
secrecy when fellow officers violate official regulations. The insularity of the police 
subculture diminishes police accountability to the citizens they are supposed 
to  serve. Enhancing “community accountability” is the aim of leading policy 
 recommendations (e.g., increasing the racial diversity of departments) to improve 
police–minority relations and reduce the use of excessive force (see, e.g., 
National Advisory Commission on Civil Disorders, 1968; Ogletree et  al., 1995; 
US Department of Justice, 2001).

Studies of racial threat and excessive force have examined the effects of percent 
Black and percent Hispanic on official complaints alleging police use of excessive 
force in large cities. Two studies analyzed civil rights criminal complaints alleging 
police brutality that were investigated by the Federal Bureau of Investigation and 
reported to the Civil Rights Division of the US Department of Justice (DOJ) (Holmes, 
2000; B. Smith & Holmes, 2003). These studies augmented the original DOJ data, 
which included only cities with two or more complaints annually, by including all 
cities of 150,000 or more population and racial threat variables.

The first study found that percent Black did not affect civil rights criminal com-
plaints in the cities contained in the original DOJ dataset, but it had a strong positive 
effect in the data for all cities of 150,000 or more population (Holmes, 2000). 
The different findings resulted from sample‐selection bias. Cities with two or more 
 complaints annually had a substantially larger percentage of Blacks in the population 
than did cities with fewer than two complaints, which suppressed the effect of per-
cent Black in the analysis including only two or more complaints cities. In addition, 
percent Hispanic was related positively to civil rights criminal complaints in both 
samples of cities, but the effect occurred only in the Southwest. This finding is par-
ticularly noteworthy. The Mexican‐origin population may be perceived as a special 
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threat to dominant interests and the police in that region because of its proximity to 
the US–Mexico border and the alleged problem of immigrant criminality that 
inflames fear of crime (Holmes & Smith, 2008; Holmes et al., 2008; Wang, 2012).

While providing evidence consistent with the minority threat hypothesis, that 
study did not consider the alternative explanations proffered by the community 
accountability perspective. To address that issue, the subsequent analysis of that 
dataset added organizational variables (B. Smith & Holmes, 2003). The organiza-
tional variables captured departmental characteristics (e.g., minority representation) 
that are thought to make the police more accountable to the communities they serve. 
Despite the inclusion of five community accountability measures, the findings for 
the minority threat variables were virtually unchanged from the earlier study. There 
were limited effects consistent with the community accountability hypotheses. 
Neither of the federal civil rights criminal complaints studies reported evidence 
 supporting the predictions of the power‐threat hypothesis.

Those investigations included only the small number of severe excessive force 
complaints that came to the attention of federal authorities. Most complaints 
are  adjudicated within local police agencies. Moreover, the effects of segregation 
were not considered, and the second study did not include community policing, an 
important accountability policy that had not been widely adopted during the time 
period encompassed by the data. To address those issues, B. Smith and Holmes 
(2014) analyzed sustained excessive force complaints that were adjudicated depart-
mentally. In addition to percent Black, percent Hispanic and several community 
accountability variables, the analysis included residential segregation measures.

Both percent Black and percent Hispanic were related positively to the incidence 
of sustained excessive force complaints, which is consistent with the threat hypo-
thesis. The quadratic terms included to test the predictions of the power‐threat hy-
pothesis were not statistically significant. The effect of percent Hispanic was smaller 
than that of percent Black, perhaps because of the greater diversity and varying 
experiences with social control among the Hispanic population. The percent 
Hispanic effect was not limited to the Southwest in these data (B. Smith & Holmes, 
2014), which may reflect the recent growth of the Hispanic (particularly the 
Mexican‐origin) population outside that region. A particularly striking finding for 
Black segregation was observed in this study. The analysis revealed that the level of 
sustained complaints was dramatically higher in cities with the highest degree of 
Black segregation compared with cities that were less segregated. There was not, 
however, a significant effect for Hispanic dissimilarity, perhaps because Hispanic 
segregation was appreciably less pronounced than Black segregation in the cities 
under study. The average degree of Hispanic neighborhood disadvantage is also 
lower than in Black neighborhoods (see Peterson & Krivo, 2010).

Findings for community accountability variables were mixed and largely incon-
sistent with predictions. An unexpected finding was the positive relationship of the 
ratio of Hispanic officers to Hispanic citizens to sustained excessive force complaints 
in the Southwest: departments with greater Hispanic diversity had a higher  incidence 
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of sustained excessive force complaints. Hispanic police officers in the Southwest 
often work in communities with large immigrant populations, and the difficult con-
ditions of impoverished barrios and hostility toward recent immigrants from Mexico 
who reside in them may produce harsher responses to Hispanic citizens by both 
Hispanic and White police officers.

Taken together, the available research on excessive force provides consistent 
support for racial threat hypotheses. The linear effects of percent Black and percent 
Hispanic variables, as well as the effect of the Black segregation variable in one study, 
suggest that the use of excessive force reflects the concerns of the police more than 
those of the dominant group. In addition, the findings suggest that the Southwest is 
unique with respect to police use of excessive force against Hispanics. The Mexican‐
origin population may be perceived as a special threat by police in that region 
because of persistent stereotypes of criminality and violent proclivities among those 
of Mexican origin (see, e.g., Bender, 2003; Martinez, 2002), perceptions that may 
trigger gratuitous uses of force.

It is important to note that official complaints filed against the police are the only 
currently available data that permit aggregate‐level analyses of excessive force across 
cities. But these data have limitations. Most importantly, it is virtually impossible to 
empirically verify that complaints accurately represent the underlying incidence of 
excessive force within cities. Yet, various factors may create systematic barriers to 
the filing of excessive force complaints by minority citizens (B. Smith & Holmes, 
2014), which would tend to suppress the effects of percent minority and minority 
segregation variables on the incidence of complaints. Findings from complaints data 
may, therefore, provide conservative estimates of the relationships of racial compo-
sition and segregation to excessive force. Moreover, several other considerations 
indicate aggregated complaints data provide valid evidence about patterns of exces-
sive force. First, findings for percent minority variables are similar in studies of fed-
eral civil rights criminal complaints (Holmes, 2000; B. Smith & Holmes, 2003) and 
of sustained complaints at the local level (B. Smith & Holmes, 2014). Second, as will 
be shown, these findings are generally consistent with results from studies of police 
killings of felons (e.g., Holmes, Painter, & Smith, 2016; Jacobs & O’Brien, 1998). 
Third, the results for Black segregation parallel observations of aggressive policing 
in studies of minority neighborhoods in various cities (e.g., Brunson & Miller, 2006; 
Chambliss, 1994; Herbert, 1997; D. Smith, 1986; Weitzer, 1999).

Police‐caused homicides Given the extreme severity and finality of the action, police‐
caused homicides are of special concern with respect to racial disadvantage at the 
hands of police. Police officers may legitimately employ deadly force when a suspect 
poses a clear and imminent danger to citizens or officers. Several early studies 
reported that Black citizens were overrepresented in killings by police but generally 
found that their higher death rates were explained by higher rates of violence and 
resistance (for a review, see Fyfe, 1988). Based on such findings, the “community 
violence” hypothesis maintains that the primary predictor of the incidence of 
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police‐caused homicides is the level of criminal violence in cities (see, e.g., B. Smith, 
2003). Given that disadvantaged urban African and Hispanic populations have 
relatively high rates of violent crime (Peterson & Krivo, 2010), their overrepresenta-
tion in police‐caused homicide statistics may be explained by the real threats police 
officers experience in encounters with them. The threat perspective maintains that 
racial bias influences patterns of police‐caused homicides of minority citizens.

Early studies of police‐caused homicides framed in the racial threat perspective 
employed data that predate the Tennessee v. Garner (471 U.S. 1 [1985]) decision, 
which largely precluded the use of deadly force to apprehend unarmed fleeing felons. 
Liska and Yu (1992) found a positive effect of percent non‐White on total and 
group‐specific (White/non‐White) rates of police‐caused homicide in large cities. 
Tests for nonlinearity indicated that the quadratic relationship postulated by the 
power‐threat hypothesis was not present in the data. Two other studies included 
measures of percent Black, with both finding that it is an important predictor of 
police homicide rates in large cities (Jacobs & O’Brien, 1998; Sorensen, Marquart, & 
Brock, 1993). One showed that percent Black was not related to the overall rate of 
police killings but had a positive relationship to killings of Blacks in group‐specific 
analyses (Jacobs & O’Brien, 1998). Tests of the power‐threat hypothesis were not 
reported in either of these studies.

More recent research relies on data from the post‐Garner era, during which the 
elective use of deadly force was more restricted. Two studies by B. Smith (2003, 
2004) found that proportion Black had a statistically significant, positive relation-
ship to the incidence of police‐caused homicides in large cities, but proportion 
Hispanic was not significant. One study (B. Smith, 2004) also included race‐specific 
(Black and White) models, which revealed that proportion Black was a strong pre-
dictor of the incidence of police‐caused homicides in the Black population. Another 
study included both large and small cities (Willits & Nowacki, 2014). The results 
showed that percent Black had a statistically significant, positive relationship to the 
incidence of police‐caused homicides in the overall dataset, and a positive relation-
ship that approached statistical significance in the subsample of larger cities. Percent 
Hispanic was unrelated to police‐caused homicides in all analyses. None of these 
studies reported tests for the curvilinearity predicted by the power‐threat hypothesis.

All of these studies included measures of community violence. They provide 
somewhat mixed evidence that level of criminal violence in cities influences 
 patterns of police‐caused homicide. Clearly, however, inclusion of these indicators 
did not eliminate the effects of percent minority, which belies the argument that the 
level of violence in cities is largely responsible for the higher incidence of police‐
caused homicides in the Black population.

Research on police‐caused homicide has given relatively little consideration to the 
effects of segregation. Liska & Yu (1992) found that White–non‐White segregation 
was positively related to police‐caused homicides, but it was not statistically 
significant when the analysis was disaggregated by race. Another study briefly noted 
that a supplementary analysis including a Black–White segregation measure did not 
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alter the reported findings, and that the segregation measure was unrelated to the 
incidence of police killings (Jacobs & O’Brien, 1998). Willits and Nowacki’s (2014) 
study revealed no effect of either Black or Hispanic segregation on police‐caused 
homicides. Although extant findings on police‐caused homicide are largely negative 
regarding the effect of segregation, there are issues of sample size and/or missing 
data in two of the studies (Liska & Yu, 1992; Willits & Nowacki, 2014). Moreover, 
based on findings for excessive force (B. Smith & Holmes, 2014), it is plausible that 
the effects of segregation are nonlinear.

These studies offer important insights into the incidence of police‐caused homi-
cides in communities, but they have several limitations that caution against drawing 
anything more than tentative conclusions. To address those issues, Holmes and 
 colleagues (2016) sought to conduct a more comprehensive investigation. Using 
data from several sources for cities of 100,000 or more population, they conducted 
analyses of the overall incidence, Black incidence, and Hispanic incidence of police‐
caused homicides during 2008–2013, inclusive.

The initial findings of that project indicate that neither variant of the racial threat 
hypothesis is supported in the total incidence of police‐caused homicide analysis 
and Black group‐specific analysis. The group‐specific data for Hispanics, however, 
generally supported the predictions of the power‐threat hypothesis. The observed 
curvilinear relationship suggests that in cities with a very high percentage of 
Hispanics, citizens may be able to exert greater control over the actions of police, at 
least in respect to these highly visible acts of violence that cannot easily be swept 
from public view.

The total incidence and group‐specific analyses revealed that cities with high 
levels of Black segregation had a higher incidence of police‐caused homicides 
 compared with less segregated cities. Fyfe (1980) suggested that large cities are 
divided into “free‐fire zones” where police violence is widespread and acceptable, 
and “sleepy hollows” where it is not. The findings for Black segregation are certainly 
consistent with that argument. Moreover, they parallel those for sustained excessive 
force complaints discussed earlier (B. Smith & Holmes, 2014). There was no effect of 
Hispanic segregation in the total police‐caused homicides model, which again 
mirrors findings for sustained excessive force complaints. There was, however, a 
positive linear effect in the group‐specific analysis of Hispanics. In addition, cities in 
the Southwest had a much higher incidence of police‐caused homicides of Hispanics 
compared with other regions. The measures of community violence were important 
predictors of police‐caused homicides, but as with previous studies the percent 
minority and segregation effects were not simply the upshot of community violence.

While the findings of police‐caused homicide studies provide support for racial 
threat hypotheses, virtually all research on the issue relies on Supplemental Homicide 
Reports (SHR) from the Unified Crime Reports (UCR). These data undercount 
police killings but allow judicious cross‐city comparisons (Loftin, Wiersema, 
McDowall, & Dobrin, 2003). Another methodological concern revolves around the 
legitimacy of the police‐caused homicides reported in the SHR data. Ostensibly 
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those killings involve the justifiable killing of felons.4 That definition suggests that 
all such incidents are legitimate police actions, but it seems unlikely that strict adher-
ence to legal standards produced the disparities observed across multiple studies. 
Only rarely do police‐caused homicides result in criminal prosecution (see, e.g., 
Kindy & Kelly, 2015). Many cases involve ambiguous circumstances and limited, if 
any, independent evidence apart from the statements of officers. Officers may have 
believed someone posed a threat when in reality they did not. Moreover, the strict 
code of secrecy of the police subculture helps shield officers from detection when 
they needlessly employ violence (Skolnick & Fyfe, 1993). As a result, authorities may 
give the benefit of the doubt to police, and police‐caused homicides involving 
minority citizens may be ruled justifiable even when they involve questionable 
 circumstances. The evidence of racial threat effects from multiple studies certainly 
suggests police are more likely to gratuitously target relatively large and/or segre-
gated minority populations.

Conclusion

Racial threat theory has emerged as a leading explanation of the differential deploy-
ment of police coercion against Black and Hispanic populations in the United States. 
This chapter has sought to sketch out variants of the theory and examine research 
findings. By necessity, the review is selective and aims to identify key issues and 
findings. While the evidence from research in this tradition provides support for 
racial threat hypotheses, it is not entirely unequivocal. Still, some important regular-
ities can be identified.

Certainly, the strongest and most consistent support for racial threat theory is 
found in research on Blacks. Most studies of police resource allocations report cur-
vilinear effects of percent Black that are consistent with the power‐threat hypothesis 
(Carmichael & Kent, 2014; Kent & Jacobs, 2005; Stults & Baumer, 2007), but find-
ings from one study suggest that the effect of percent Black is mediated by type of 
local political system (Stucky, 2005). In addition, Black segregation generally has a 
positive linear relationship to police resources (Carmichael & Kent, 2014; Stults & 
Baumer, 2007), although one study indicates that the nature of that relationship is 
contingent on region and relative size of the Black population (Kent & Jacobs, 2005). 
Research on excessive force and police‐caused homicides consistently finds that per-
cent Black influences these street‐level behaviors, but the effects are mostly linear. 
Segregation findings are more limited and less consistent in that research. Studies 
that consider the possibility of nonlinearity report, however, that highly segregated 
cities exhibit an appreciably higher incidence of sustained excessive force complaints 
(B. Smith & Holmes, 2014) and police‐caused homicides (Holmes et al., 2016). The 
probability of such a unique pattern appearing by chance for two separate indicators 
of police coercion seems remote. The similarity of findings strongly suggests that 
Blacks in highly segregated cities experience greater exposure to gratuitous police 
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violence. On balance, this body of work suggests that the interests of Whites 
influence allocations of resources for policing, whereas the interests of police dictate 
their street‐level behavior.

Anomalous findings appear in research on Black arrest, where support for racial 
threat hypotheses is decidedly mixed. While it is certainly plausible that arrest prac-
tices involve dynamics not captured by that approach, it seems more likely that dif-
ferences of research design explain the inconsistent findings. These studies focus on 
various types of offenses, employ dissimilar measures of the predictor variables, and 
rely on markedly different statistical approaches and models. Clearly further research 
will be necessary to determine how racial threat affects patterns of Black arrest.

Other priorities for future research on Black threat and police coercion include 
further consideration of place and region effects. Although several studies include 
Black segregation, findings vary a good bit, except for those regarding police resource 
allocations. Findings of nonlinear segregation effects for excessive force complaints 
(B. Smith & Holmes, 2014) and police‐caused homicides (Holmes et  al., 2016) 
 suggest one avenue of investigation, as does the finding that the effect of Black 
 segregation on police strength varies by region (Kent & Jacobs, 2005).

Comparatively little research on racial threat incorporates characteristics of the 
Hispanic population, which is surprising given that its tremendous growth in recent 
years has resulted in Hispanics becoming the largest minority population in the 
United States. In southwestern states, citizens’ perception of a large undocumented 
immigrant population amplifies the perceived criminal threat purportedly posed by 
undocumented immigrants, consistent with predictions of the threat hypothesis 
(Wang, 2012). Research that investigates regional variation provides the most consis-
tent findings that percent Hispanic is related to police coercion. While the effects of 
racial threat variables on police resource allocations are decidedly mixed in national 
studies (Carmichael & Kent, 2014; Kent & Jacobs, 2005; Stucky, 2005; Stults & Baumer, 
2007), research focusing on the Southwest suggests that percent Hispanic and region‐
specific indicators of Hispanic threat are significant predictors of resource allocations 
(Holmes et  al., 2008). Some studies of excessive force find that percent Hispanic 
effects are limited to that region (Holmes, 2000; B. Smith & Holmes, 2003). The few 
studies of police‐caused homicides that incorporate percent Hispanic generally 
report nonsignificant findings (B. Smith 2003, 2004; Willits and Nowacki, 2014), 
although a group‐specific analysis reveals a curvilinear effect consistent with the 
power‐threat hypothesis (Holmes et  al., 2016). That group‐specific analysis also 
shows that the incidence of police‐caused homicides increases as Hispanic–White 
segregation increases. And very importantly, it demonstrates that police‐caused 
homicides of Hispanics occur very disproportionately in the Southwest.

Clearly, the findings for Hispanic threat are not as robust as for Black threat. Yet, 
fewer studies of Hispanic threat and police coercion appear in the literature. Little 
attention has focused on Hispanic segregation and region. Further research on 
police coercion in the Southwest that incorporates region‐specific indicators of 
threat (e.g., proximity to the US–Mexico border) may shed new light on the dynamics 
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of Hispanic threat. Research on racial threat and Hispanic arrest patterns is also 
needed. Fortunately, the UCR recently began reporting Hispanic arrest data, which 
will provide opportunities to pursue that line of inquiry.

So, what can we conclude about racial threat and police coercion in the United 
States? Despite the prominence of the racial threat theory in the research litera-
ture, answers to many questions must await future research. The dynamics of 
racial threat involve historical (e.g., regional variations in race relations) and con-
textual (e.g., organizational characteristics of police departments) complexities 
that defy efforts to make broad generalizations at present. More precise indicators 
of racial threat are also needed. These considerations notwithstanding, extant 
studies provide compelling evidence that racial threat matters. It is incumbent on 
social scientists to disentangle the intricacies of the relationship of racial threat to 
police coercion.

Notes

The author thanks Christopher J. Holmes for helpful comments on a draft of this chapter. He 
remains solely responsible for the analyses and interpretations presented herein.

1 The terms Black and Hispanic are used to identify those groups because they are more 
commonly used in the racial threat literature than are alternatives such as African 
American and Latino, respectively.

2 This form of curvilinear relationship is estimated using a quadratic (parabolic) statistical 
model. This model is estimated by simultaneously entering percent minority and percent 
minority squared as predictor variables.

3 The findings of these studies are consistent with the modified version of the power‐threat 
hypothesis, which predicts an initially positive relationship between percent minority and 
coercive control, which turns negative at roughly 50% minority population. Hereafter, the 
use of “power‐threat hypothesis” refers to the modified variant of the hypothesis unless 
otherwise indicated.

4 Homicides may be categorized as criminal or justifiable. The latter include police killings 
in cases involving suspects deemed to have presented a clear and present danger to police 
or citizens.
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“Restorative justice” is a broad term that encapsulates an alternative philosophy for the 
administration of justice and entails a wide range of practices and programs (Braithwaite, 
1989, 2002; Crawford & Newbum, 2003; Strang & Braithwaite, 2001). With a theoretical 
foundation in reintegrative shaming (Braithwaite, 1989), restorative justice argues for an 
alternative approach to social control that differs from modern criminal justice in several 
important ways. Specifically, the restorative philosophy contends that traditional control 
mechanisms (i.e., the criminal justice system) do not adequately address the underlying 
causes of crime and deviance, and thereby fail to effect desistance among offenders. 
A central assumption of the restorative approach is that formal social control is a last resort 
for effecting change in a given community. The most effective method of managing  deviance 
is through informal means, which necessitates a stake in the community on the part of 
offenders. Moreover, restorative theorists suggest that crime and deviance are, to a certain 
extent, the result of alienation and marginalization of those who perpetrate such acts. 
Therefore, punitive reactions alone fall short in terms of effectiveness. Further, the 
 adversarial nature of the traditional criminal justice system does little to effect a commit-
ment to conformity through reintegration of offenders. Instead, participation in formal 
adjudication proceedings likely increases marginalization, thereby negating any cognitive 
transformation in terms of commitment to the community.

The ultimate goal of any system‐based response to crime and deviance, including restor-
ative justice, is desistance  –  or, at least, decreased recidivism. Virtually all criminal and 
juvenile justice‐system programs are structured toward effectiveness maximization, or, in 
other words, recidivism reduction. However, restorative‐justice proponents argue that 
 typical responses to crime fail in their objectives and do not represent the sole option for 
offending behavior. A system devoted to offender integration – as opposed to segregation – 
that places an emphasis on the rights of victims may be better able to effect positive 
 outcomes (Johnstone, 2011). Only through a holistic, community‐based response that takes 
offenders and victims equally into consideration can desistance be achieved.

While restorative justice has become a popular alternative to traditional adjudication, it 
is actually reflective of ancient or indigenous approaches to conflict resolution (e.g., Navaho, 
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Maori) (Zehr, 1990). Several factors, including the victims’ rights movement, reparative 
sanctioning and processes, and the advent of informal neighborhood‐justice and dispute‐
resolution programs in the 1970s and ’80s, provided the impetus for modern restorative 
approaches to crime and justice (Galaway & Hudson, 1990; Schneider, 1985). Restorative 
alternatives to traditional criminal justice have gained favor in part due to decades of 
 criminological research that suggests punitive approaches are ineffective and in many cases 
counterproductive.

Restorative Justice versus Criminal Justice

Restorative approaches are rooted in several values and assumptions that distinguish them 
from criminal justice, the primary of which is that crime is best responded to holistically 
and by all concerned parties, including offenders, victims, and the larger community. Crime 
is viewed, fundamentally, as an offense against another person or the community, and only 
secondly as an act in violation of a codified norm (Braithwaite, 1989; Crawford & Newburn, 
2003; Johnstone, 2011). Theoretically, restorative justice attributes crime to severed or 
 damaged social bonds (like Hirschi’s (1969) social‐bond theory) between individuals or 
between offenders and the community at large. In order to resolve issues related to crime, 
these bonds must be repaired, allowing for substantive victim reparation and offender rein-
tegration. As a result, restorative justice maintains that crime control should be the purview 
primarily of the community, not the bureaucratic criminal justice system. This proposition 
is theoretically and practically consistent with the greater efficacy of informal social‐control 
mechanisms in general, as compared to formal methods (Anderson et al., 1977; Warner 
& Rountree, 1997).

Another aspect of the restorative approach that differs from traditional criminal justice 
is the extent to which offenders are held accountable. In the US criminal justice system in 
particular, accountability is generally conceived as the disposition of a criminal sentence, 
while the restorative philosophy instead defines it as personal responsibility on the part of 
the offender in taking action to repair harm (Bazemore & Schiff, 2005; Dignan, 1992; 
Galaway & Hudson; 1990; Roche, 2004). Other than appearing before court and either 
pleading guilty – typically through pleading to a lesser offense – or being found guilty at 
trial, offenders are not required to take actual responsibility for their actions by way of 
victim restitution (Miller, 2008a). Conversely, restorative justice requires that offenders take 
such responsibility and offer some sort of reparation to their victims, be it monetary or 
symbolic. For the restorative approach, social bonds can only be restored through interac-
tions and resolution between offenders and victims.

Restorative and criminal justice approaches also have divergent views on the worthiness 
of punishment. Classical deterrence theory suggests that if applied with certainty and 
celerity, punishment can both deter crime (general deterrence) and change offenders’ 
behavior (specific deterrence). Deterrence‐based approaches, however, have generally 
failed to reduce recidivism, especially if they are not combined with informal methods of 
social control. Indeed, correctional systems typically experience recidivism rates upwards 
of 70% within 36 months of release, and few studies have found support for punitive mea-
sures to crime control (Lipsey & Cullen, 2007). The restorative philosophy argues that not 
only is punishment ineffective in changing offender behavior, it is also disruptive to 
community harmony and relationships. For restorative justice, the goal of sanctioning is 
not to deliver “just deserts,” but rather to offer victims reparation and reconciliation, instill 
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greater offender accountability, and rehabilitate those who have committed crimes through 
treatment and competency development (Schneider, 1985; Umbreit, 1999; Zehr, 1990).

Criminal and restorative justice also vary in their focus of response, and in particular in 
terms of what they temporally emphasize. The retributive model of justice focuses on 
offenders’ past behavior (i.e., the crime), whereas restorative models focus on the harmful 
consequences of offenders’ behavior and places emphasis on the future. Additionally, by 
focusing on the consequences of behavior, as compared to the individual who engaged in 
the behavior, victims necessarily become a focal concern in case disposition (Strang & 
Braithwaite, 2001; Umbreit & Coates, 1992).

Victims’ rights are embraced within the restorative framework more so than in tradi-
tional criminal justice approaches. US criminal justice in particular was conceived as, and 
is mainly about, the rights of the accused, as encapsulated by the Bill of Rights. Because of 
this, “victims’ rights” are secondary in criminal justice; conversely, victims are central actors 
in programs rooted in a restorative philosophy (Crawford, 1996; Johnstone, 2011; Umbreit, 
1999). Restorative practices are committed to victim participation in addressing crime and 
delinquency, and maintain that it is impossible to effectively deal with offending without 
the participation of victims and other concerned stakeholders. For this reason, many vic-
tims report greater satisfaction with case resolution in restorative programs compared to 
formal adjudication processes (Braithwaite, 1989; Umbreit, 1999). Ultimately, restorative 
justice offers a framework for reconciling the interests of victims, offenders, and the 
community through programs, policies, and case dispositions designed to meet the mutual 
needs of relevant stakeholders.

Theoretical Framework

The theoretical roots of restorative justice can be found in reintegrative shaming (Braithwaite, 
1989), an integrated criminological theory that draws heavily from both functionalist and 
symbolic interactionist paradigms and relies on the conceptual fusion of several prominent 
explanations for criminal offending. Reintegrative shaming theory was introduced by John 
Braithwaite (1989) in his seminal work, Crime, Shame, and Reintegration, and is an 
integration of labeling, subcultural, control, opportunity, and learning perspectives. 
Braithwaite argues that while tolerance of crime is unacceptable for civil society, stigmatiza-
tion of crime and criminals makes this social problem even more problematic. According 
to the theory, it is only through reintegrative shaming – defined as disapproval within a 
continuum of respect for the offender, resulting in rituals of forgiveness – that we can expect 
to prevent further offending.

Reintegrative shaming rests heavily on the assumptions and propositions of labeling 
theory (Becker, 1963; Lemert, 1967), which views criminogenic stigmatization as a margin-
alizing force on offenders. Traditional criminal justice characterizes offenders as funda-
mentally different, negative, and at odds with the larger community, pushing them toward 
the fringes of society and removing the presence of important social relationships and 
bonds. In that criminal justice processes can detract from offenders’ social embeddedness, 
this labeling can actually become a cause of future offending, thus negating the deterrent 
intent of the sanction. The stigma associated with a criminal record, and especially with 
time spent in prison or jail, can eventually be internalized as part of one’s self‐concept, 
leading to self‐labeling. Future behavior is then engaged within the context of this negative 
self‐definition, referred to as the “self‐fulfilling prophecy” (Merton, 1948).
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Stigmatization also has the latent consequence of pushing marginalized offenders into 
criminal or delinquent subcultures (Cloward & Ohlin, 1960; Cohen, 1955), which, though 
negativistic, do actually offer social support to otherwise unattached or disaffected 
offenders. As a result, it becomes difficult for formal means of social control (i.e., criminal 
justice) to effect deterrence when offenders are enmeshed in a social network of antisocial 
or criminogenic individuals. Braithwaite (1989) proposes that reintegrative shaming can be 
more effective because it is more likely to draw on the conventional social bonds in 
offenders’ lives and work to repair damaged social relationships. Any shaming of the offender 
should be employed in a constructive manner by those he or she regards as important; only 
then can reintegration and desistence be achieved (Braithwaite, 1989).

Critical to reintegrative shaming are its scope conditions: those that must exist for the 
predictions and propositions of the theory to be supported. Braithwaite argues that 
the  success of reintegrative shaming rests on two key variables: the interdependency of the 
offender and the level of communitarianism of the society in which the process occurs. 
Interdependency refers to aspects of Hirschi’s (1969) social‐bond theory, including attach-
ment and commitment, and is associated with employment, educational and occupational 
advancement, age, marital status, and sex. Communitarianism is a condition of societies 
that is reflective of social capital. Given these conditions, then, reintrgrative shaming will 
not succeed in all communities or with all individuals. Only those who are interdependent 
within communitarian contexts are predicted to experience success with reintegrative 
 practices. Furthermore, Braithwaite (1989:50) also argues that reintegrative shaming and 
restorative justice “might only work with crimes that ought to be crimes. If a group of 
 citizens cannot agree…that an act…is wrong, then…it should not be a crime.”

In practice, the scope conditions set forth by Braithwaite are rarely considered and infre-
quently met. Indeed, many jurisdictions’ experiences with restorative practices and 
 programs are directed at offenses that are often trivial or low‐level (e.g., truancy, drug 
 possession) and offenders who are not sufficiently interdependent (Miller, 2008a, 2008b; 
Ventura, 2006; Zhang & Zhang, 2004). Restorative or reintegrative programming in the 
criminal justice system also suffers from implementation and fidelity issues (see Miller & 
Miller, 2015), such that initiatives are not truly restorative in nature and fail to meet the 
 criteria outlined by the theory (i.e., scope conditions, victim reparation, stakeholder partic-
ipation). This implementation failure, then, obfuscates any theoretical success or failure, as 
evaluations of such programs are instead assessments of a modified version of the theory’s 
application, and not of the theory itself.

Restorative‐Justice Programming

Programming based on restorative or reintegrative principles comes in various forms, 
including peacemaking circles, family‐group conferencing, victim–offender mediation, 
youth courts, and other prevention and intervention efforts. These programs target a wide 
range of offenders and offenses, from lower‐level crimes or status offenses such as truancy 
and marijuana possession to more serious violations such as war crimes, genocide, and civil 
strife (e.g., Rwanda, Northern Ireland). This section provides an overview of the various 
approaches rooted in reintegrative shaming and restorative justice.

Peacemaking circles are derived from the Native American tradition of ceremonial 
“talking circles,” designed to foster spiritual connections among tribe members. They were 
first introduced as an alternative to sentencing in 1982 in Yukon, Canada (Pranis et  al., 
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2003). They typically begin and end with some type of formal ceremony in which partici-
pants are encouraged to share personal stories, express their emotions, and engage in a 
different form of communication than that used previously. While behavioral guidelines 
are often generated by participants or selected from a preexisting list, certain requirements 
are considered universal: listening and speaking from the heart, remaining in the circle, and 
maintaining confidentiality. Peacemaking circles may include a “talking stick,” which is 
passed clockwise around the circle so that individuals may speak without interruption. 
A mutually agreed upon “circle keeper” serves as the facilitator, ensuring that all  participants 
are heard. The circle keeper also summarizes what has been said after a round of responses, 
notes any progress being made, and offers guidance, when appropriate. The main objective 
of the peacemaking circle is consensus decision‐making; that is, arriving at a resolution that 
integrates each participant’s ideas and by which all stakeholders agree to abide. These circles 
are most often employed in areas with a significant aboriginal population, but they have 
also been used in other settings.

Family‐group conferencing has been employed primarily in juvenile contexts as a means 
of diverting youthful offenders from the traditional court system (McCold & Wachtel, 
1998). Several forms exist, including: (a) custody, where a juvenile is placed in custody after 
denying charges; (b) charge‐proven, where a juvenile denies guilt but is found guilty in 
court; (c) intention‐to‐charge, when a juvenile is not arrested but a decision is needed on 
whether to prosecute or to do otherwise; and (d) charge‐not‐denied, where a juvenile is 
arrested and admits responsibility. This approach operates on several guiding principles, 
such as avoidance of institutionalization, consideration of age in determining culpability, 
victims’ interests, and family‐centric operation. Procedurally, conferences are typically run 
by a coordinator who receives cases, sends information about the process to offenders, vic-
tims, and parents, conducts in‐person meetings with victims, offenders, and families, and 
manages the participation of concerned stakeholders. Victims may participate in various 
different ways, including by attending and bringing supporters, providing written, audio, or 
video messages, observing through closed‐circuit video, or calling in by telephone.

Victim–offender mediation is facilitated by professional mediators, and has the goal of 
promoting offender accountability and victim reparation (Umbreit, 1999). It has a relatively 
long history in the United States (first used in Indiana in 1978) and Canada (first used in 
Ontario in 1974), and is also used in several European nations, including Norway, Finland, 
England and Wales, and Germany. Mediation programs have operated under different 
names over the past 4 decades, including “victim–offender reconciliation programs,” 
“victim–offender mediation,” and “victim–offender conferencing.” Their statutory authority 
varies by state, with some providing comprehensive systems of victim–offender dialogue 
and others making little or no mention of it. They involve a face‐to‐face meeting between 
the offender and victim(s), with the purpose of: (a) conduct the mediation session; (b) sign 
a restitution agreement; (c) schedule a follow‐up conference, when appropriate; and (d) 
communicate the agreement to the referring agency. Criminal justice agencies then approve 
any agreements either as part of a deferred prosecution program or as a stipulation of 
probation. Prior work on victim–offender mediation has offered inconsistent results as to 
its fidelity to restorative principles (Presser & Hamilton, 2006; Gerkin, 2009), level of par-
ticipant satisfaction (Abrams et  al., 2006), realization of victim reparation (Daly, 2004; 
Kenney & Clairmont, 2009; Strang, 2002), and recidivism (Nugent et al., 2003).

Despite the promises and popularity of restorative justice, widespread, rapid implemen-
tation of restorative‐based programs is problematic for several reasons. First, evaluations of 
restorative‐based programs are often quick to attribute success (i.e., lower recidivism) to 
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their utilization. However, questionable methodologies and suspect operationalization of 
concepts often characterize these studies. For example, a common feature of evaluations is 
the trust placed in staff assessments of the level of restorative principles incorporated into a 
given program. Some studies lack any measurement of restorative principles or practices, 
simply accepting at face‐value a program’s embodiment of them. Rarely do researchers 
investigate for themselves essentially how restorative programs are. In short, there exists a 
lack of accountability in labeling programs “restorative‐based.” Consequently, questions 
remain as to the ability of restorative approaches to produce more favorable outcomes in 
terms of lowered recidivism, increased victim satisfaction, increased public safety, and 
greater offender reintegration. The following section addresses the extant empirical litera-
ture on restorative and reintegrative practices both within and adjacent to the criminal 
justice system.

Literature Review

Many restorative‐justice programs are based on the principles set forth by Braithwaite’s (1989) 
reintegrative shaming theory, which emphasizes constructive shaming as social control instead 
of the typical practice of punitive punishment. International and domestic efforts have been 
instituted to adopt programs that incorporate not only reintegrative shaming of the criminal 
act, but also reparation of harms done to victims and/or communities (Rodriguez, 2007). 
Termed “restorative justice,” these programs serve as an alternative to punitive punishment and 
traditional court hearings (Zehr, 1990). They allow for the offender, victim, and community to 
meet, discuss the harms done, and find solutions to the offender’s actions (Llewellyn & Howse, 
1998). Given the relative novelty of these programs, it is important to evaluate them for effec-
tiveness to ensure that they are functioning based on the designated principles of reintegrative 
shaming and community involvement. One of the most common variables used to measure a 
program’s success is offender recidivism. Most evaluations examine recidivism as a primary 
measure of program success (Latimer et al., 2005; Sherman et al., 2000), but also include 
variables such as offender and community perceptions regarding restorative justice, theory 
applications, and procedural fairness (Hipple et al., 2015; Tyler et al., 2007).

RISE/Canberra

One of the more well‐known experimental tests of reintegrative shame and restorative jus-
tice was the Canberra Reintegrative Shaming Experiment (RISE), which sought to evaluate 
the effects of restorative‐based diversionary programs on reoffending (Sherman et  al., 
2000). RISE also considered whether individuals who perceived treatment by the criminal‐
justice system as fair were more likely to obey the law in the future, in what was termed 
“procedural justice” (Barnes et al., 2015; Tyler et al., 2007). Researchers randomly assigned 
consenting Australian offenders arrested on four types of offense (drunk driving, juvenile 
property offense, juvenile shoplifting offense, and youth violent offense) to either a restor-
ative‐justice conference or a traditional court hearing. During conferences, offenders would 
meet with victims (if applicable), community representatives, and supporters (i.e., family 
and friends) to discuss the offense and how to make reparations to the victim(s) or to 
society (Harris, 2006). Across all four types of offense, conference‐assigned participants 
perceived the process and their treatment as procedurally just when interviewed 2 years 
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later. Offenders in the youth‐violence condition had decreased levels of reoffending, 
whereas those in the drunk‐driving condition had a slight increase in reoffending. The 
findings from these studies suggest that restorative justice does not affect all offenders 
equally, but rather is dependent on the offense type and on offender characteristics (e.g., 
gender, age, delinquent peers) (de Beus & Rodriguez, 2007; Latimer et al., 2005; Losoncz & 
Tyson, 2007; Sherman et al., 2000).

Sherman et al. (2015), in an extension of the four Australian experiments, evaluated eight 
experiments in the United Kingdom involving a restorative approach implemented by 
police officers. Their results showed that restorative conferences reduced recidivism among 
offenders who had committed more serious crimes more frequently, with the greatest effect 
found for violent crimes. Sherman et al. (2015; see also Hipple et al., 2015) noted that in 
offenses without a victim present at the conference (drunk driving and shoplifting), 
offenders seemed to be more likely to reoffend. It is more difficult for individuals to feel 
shame and/or remorse for their actions if they are not confronted by a victim. Finally, 
although the results of this analysis show an overall decrease in recidivism rates 2 years fol-
lowing conference (as compared to traditional court processing), RISE participants failed to 
maintain these reductions over time.

Tyler et al. (2007), using the RISE data, assessed the effects of offender perceptions of 
procedural justice and reintegrative shaming on future reoffending. In the original RISE 
experiment (Sherman et al., 2000), offenders were interviewed immediately after conference 
completion and then again 2 years later. Police records provide data on each offender’s 
criminal history 4 years after their restorative‐justice conference. While participation did 
not lead to reduced levels of reoffending, it did lead to a change in the offenders’ opinions 
regarding the law: they were more likely to see it as procedurally just and to recognize that 
violating it would result in additional problems. Reinforcing Sherman et al.’s (2015) charge 
regarding victimless crimes, Tyler et al. (2007) suggested that one reason the conference 
treatment did not lead to direct reductions in recidivism is because crimes like drunk 
driving do not necessarily involve a victim. Without a victim attending the conference, an 
offender may be less likely to feel remorse or guilt about their actions – a pinnacle of restor-
ative‐justice programs.

Program Elements, Offense Type, and Recidivism

In evaluating the success of restorative‐justice programs, many studies have underscored 
the need for a better understanding of the distinct aspects of these programs (Hipple et al., 
2015; Kuo et al., 2010). Without an understanding of the processes of restorative‐justice 
programs and the extent to which they incorporate the principles of reintegrative shaming, 
it is difficult to ascertain why some programs lead to decreases in recidivism and why others 
do not. Barnes et al. (2015), for example, sought to evaluate whether the RISE conferences 
affected offenders’ perceptions of procedural justice. Their findings suggested that, when 
compared to traditional court proceedings, they resulted in higher levels of offender 
engagement. The offender, victim (if applicable), offender’s supporters, and community 
representatives spent more time discussing the offense and how to repair the injuries when 
compared to court‐assigned cases.

On average, offenders in conferences were treated with more respect than those in courts; 
however, the amount of respect given was dependent on the offense type and on victim 
presence. Offenders arrested for more serious crimes tended to receive less respect from 
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conference personnel. Additionally, offenders in conferences where the victim was present 
did not receive as much respect as those in conferences where the victim was not. 
Conferences also allowed for the offender to spend significantly more time in the adjudica-
tion process, giving them an increased understanding of the consequences of their actions 
and an opportunity to participate in problem solving. The authors thus underscored the 
need for conferences to integrate the principles of restorative programs in order to be 
successful.

Using the process model of Presser & Van Voorhis (2002), Kuo et al. (2010) evaluated the 
RISE program and found that conference‐assigned offenders participated in activities 
involving dialogue engagement, relationship building, and moral communication at a much 
higher rate than did court‐assigned offenders. Additionally, consistent with Sherman et al. 
(2015), offenders in the youth‐violence experiment appeared to be more affected by these 
three variables than did those in the other experiments. If a program involved these charac-
teristics, it was more likely to be effective, according to Presser & Van Voorhis (2002). 
Conference‐assigned offenders were also found to have a more positive view of the law fol-
lowing completion of the program (Kim & Gerber, 2012; Kuo et al., 2010).

Most of the best‐known research on restorative justice programs either extends the RISE 
study or evaluates other programs that deal with offenses such as drunk driving or juvenile 
offenses (Wong et al., 2016). Few discuss other crimes, such as white‐collar crime (Kim & 
Gerber, 2012; Levi & Suddle, 1989), drug‐related crime (Miethe et al., 2000), and crimes 
linked to mental illness or comorbid disorders (Ray et al., 2011). Murphy & Harris (2007) 
extended prior research to the field of white‐collar crime by evaluating the effects of reinte-
gration or stigmatization on recidivism among tax offenders. Relying on Braithwaite’s (1989) 
emphasis on disapproval in mediating reoffending, Murphy & Harris (2007) evaluated 
whether stigmatizing or reintegrative shame led to higher rates of recidivism, and whether 
offender emotions played a role. Convicted offenders who felt that the Australian Taxation 
Office treated them with respect and shamed their offense versus their person were less likely 
to have evaded taxes when interviewed 2 years later. If an offender felt stigmatized, they were 
more likely to violate the law again. However, among these offenders, reintegrative shaming 
was less likely to lead to feelings of shame, which in turn did not predict their likelihood of 
reoffending, as was hypothesized. Instead, another variable, “a desire to put things right,” 
was  found to better predict compliance to the tax law (Murphy & Harris, 2007). Thus, 
 restorative‐justice programs should consider the role played by emotions and other variables 
(e.g., shame and guilt) if they are to be effective at reducing recidivism.

Stigmatizing and reintegrative shaming have also been compared in traditional courts and 
mental‐health courts (Ray et al., 2011). Ray et al. (2011) observed court cases in which the 
offenders were charged with drug possession, public‐order offenses, violent crime, property 
crime, and traffic violations. Their results indicated that mental‐health courts were more likely 
than traditional courts to incorporate principles of reintegrative shaming, such as showing 
respect to the offender and speaking to them directly rather than to their counsel. Surprisingly, 
however, they also found that traditional courts did not stigmatize offenders as much as was 
expected, something the authors suggest mat be a result of the expedited nature of traditional 
criminal court processes – the sheer number of cases that need to be dealt with often prevent 
judges and personnel from exercising as much individualized judgment and stigmatizing 
shame as might be expected. Although Ray et al.’s (2011) study did not evaluate a restorative‐
justice program per se, its results can be extrapolated to such programs. This includes the 
relationship between the mental‐health court judge and the defendant: one that is direct, that 
is one‐on‐one, and that allows for judicial discretion and clear communication.
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In contrast to Ray et al. (2011), who found that offenders who were processed through 
the mental‐health court were treated with an emphasis on reintegrative shaming, Miethe 
et al. (2000) found that Las Vegas drug courts were actually more stigmatizing for offenders 
than traditional courts. Drug‐court participants experienced higher rates of recidivism and 
relapse, particularly among racial minorities and those with a greater number of charges. 
This suggests that not all specialized courts treat offenders with respect, reintegrative 
shame, and understanding: drugs courts may in fact be harsher on offenders than is the 
traditional court system.

Meta‐analyses

Latimer et al. (2005) compared studies of restorative‐justice programs with non‐restorative 
initiatives in order to assess program effectiveness. In coding the studies, the authors 
defined restorative justice as a “voluntary, community‐based response to criminal behavior 
that attempts to bring together the victim, the offender, and the community, in an effort to 
address the harm caused by the criminal behavior” (2005). Among other outcomes, recidi-
vism was examined as a primary measure of program effectiveness. The authors compiled 
22 studies evaluating 35 individual restorative justice programs, with 32 of the programs 
measuring recidivism. Based on the follow‐up of offenders, most were less likely to recidi-
vate if they participated in a restorative‐justice program than if they did not. Moreover, 
these programs were also effective at improving relationships between victims and 
offenders, increasing the likelihood of the offender completing their reparation plan, and 
improving the satisfaction felt by both victims and offenders.

In another meta‐analysis by Wong et al. (2016), which compared similar programs but 
with a juvenile offender sample, 21 studies were evaluated for their impact on recidivism. 
Overall, the restorative programs were found to lead to lower rates of recidivism among 
these youthful offenders. However, the authors suggested that their findings may have more 
to do with features of the study designs than with the restorative‐justice programs them-
selves. Studies with strong research designs (i.e., experimental designs) failed to produce 
strong support for a reduction in recidivism among these programs, while studies with 
weak designs tended to find such support. The authors also found that the only significant 
characteristic of the 21 studies was the ethnicity of their samples. Restorative‐justice pro-
grams with primarily white offenders showed reduced levels of recidivism, while programs 
with primarily racial minorities failed to reduce reoffending.

Perceptions of Restorative Justice

A cornerstone of Braithwaite’s (1989) reintegrative shaming theory is that communitarian 
nations – countries that emphasize the importance of community, like Australia – are more 
likely than individualistic countries – those that emphasize individual needs, like the United 
States – to incorporate principles of reintegrative shaming into their treatment of offenders. 
According to the theory, restorative justice will work only when an interdependent offender 
situated in a communitarianism context is successfully reintegrated. Ahlin et  al. (2017) 
explored these concepts using a sample of US college students to gauge the level of support 
for restorative‐justice practices and principles. Their study examined Braithwaite’s proposi-
tion that younger people have fewer interdependent relationships, are less likely to follow 
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communitarian values, and are thus less likely to agree with restorative‐justice policies. 
Their data suggested that American students with high social capital were more accepting 
of restorative‐justice principles, while more conservative students were less accepting. 
Those who disagreed with restorative‐justice principles tended to be male, in favor of 
punitive punishment measures, and of the opinion that the status quo of American society 
needed to be maintained. However, most of the sample still appeared to be in favor of 
restorative approaches to treating offenders – more so than samples taken from the tradi-
tionally communitarian samples in Australia and Japan. Ahlin et al. (2017) concluded that 
citizen values regarding restorative‐justice programs should be considered when evaluating 
program effectiveness.

A number of studies have focused on offenders’ perceptions and experiences while partic-
ipating in restorative‐justice programming. The original RISE experiment (Sherman et al., 
2000) showed positive changes in offenders with particular offense types, but did not eval-
uate how the offenders perceived the program. Kim & Gerber (2012) analyzed the RISE data 
to gauge the perceptions of juvenile offenders randomly assigned to either the conference or 
court conditions. Conference juveniles who committed nonviolent offenses (i.e., shoplifting 
or property crimes) were more inclined to believe that the conference activities would 
increase their level of remorse and their likelihood of wanting to repay their victim and/or 
society. Offenders who were younger and more educated were more likely to express feelings 
of remorse, repaying the victim, and not reoffending. Although conferences did not have a 
significant influence on perceptions of reducing recidivism, age was the most significant 
predictor of the variables (Kim & Gerber, 2012). Consistent with McGarrell’s (2001) sugges-
tion, the authors argued that programs should target young offenders because they have 
generally positive perceptions and are less likely to have an extensive criminal record.

Similarly, Harris (2006) examined whether social shaming (i.e., disapproval) influences 
offender perceptions. In the RISE drunk‐driving sample, offenders who participated in the 
conference perceived higher levels of reintegration but did not necessarily view the process 
as less stigmatizing. Their perceptions were dependent on whether they felt shame and/or 
guilt, and on the context in which they were shamed; that is to say, reintegration alone did 
not influence offenders if they were shamed in a non‐shameful context. Thus, it is impor-
tant to differentiate between feelings of shame‐guilt and unresolved shame, as well as to 
consider the circumstances surrounding the act of shaming. There were more reported 
feelings of shame‐guilt following conferences and more unresolved shame following court 
cases, suggesting that understanding the role that emotions play in offenders’ perceptions 
of program success is vital to constructing an effective restorative‐justice program (see also 
Hosser et al., 2008).

Conclusion

A substantial portion of the restorative‐justice/reintegrative‐shaming literature is derived 
from the RISE data and has examined outcomes such as offender and victim perception of 
the conference (Latimer et al., 2005), internalization of emotions (Tyler et al., 2007), and 
recidivism (Sherman et al., 2000, 2015). That which has evaluated other programs (see, e.g., 
Wong et al., 2016) has found that restorative justice is still more likely to reduce recidivism, 
although not as strongly as evidenced by Sherman et al. (2000). However, the literature also 
suggests that factors such as offender age, race, and perceptions of procedural justice may 
influence program effectiveness. Robinson & Shapland (2008) note that it is important for 
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studies of restorative‐justice programs to examine not just recidivism, but also other vari-
ables, such as victim satisfaction and short‐ and long‐term feelings of procedural justice. 
Indeed, while recidivism is not the only indicator of a program’s success, from a policy 
standpoint – and especially from a system standpoint – it is the most important.

A few limitations of the extant restorative‐justice literature are important to recognize. 
First, there is an issue of selection bias in terms of who gets referred to restorative justice 
programs and for what types of offense. Latimer et al. (2005), for example, cautioned that 
participants who self‐select into the program may be inherently different than those who 
choose not to participate. Some prior research has suggested that most offenders referred to 
restorative‐justice programs are those least likely to be in need of intervention to begin 
with – essentially, this is “cherry‐picking,” in violation of the risk principle (Miller et al., 2009). 
Additionally, other researchers Zhang & Zhang (2004) have argued that studies measuring 
reintegrative shaming as a single construct may lead to results that differ from those that 
incorporate multiple features of the restorative‐justice/reintegrative‐shaming approach.

Another issue, not necessarily particular to evaluations of restorative‐justice programs, is 
the strength of the designs employed to determine program effectiveness. There are far too 
few randomized control trials within the restorative justice literature, and even fewer that 
feature mixed‐methodological implementation, process, and outcome phases. A mixed‐
methods approach featuring both qualitative (interviews, observations) and quantitative 
(experimental/quasi‐experimental design) techniques can better enable determinations of 
program fidelity and can situate quantitative outcomes findings in a broader context than 
can a single‐method design. Often, program fidelity is virtually ignored in restorative‐jus-
tice research, as noted by Miller & Miller (2016):

Establishing program fidelity in evaluation research is critical for several reasons. First, pro-
cess evaluations can generate immediate feedback to practitioners for program improvement 
and document program accountability in terms of whether service providers are compliant 
with grant conditions and treatment delivery expectations. Process evaluation also enables 
collection of data directly from key program stakeholders including administrators, staff, and 
participants, as well as observation of program activities and content to ensure consistency 
with intervention design. Perhaps most importantly, program fidelity research can elucidate 
the “black box” of evaluation, through insight into how and why a program is or is not 
 effective. (2016:122)

There are similar deficiencies with respect to outcome analyses of recidivism in the restor-
ative justice literature. Many restorative‐justice/reintegrative‐shaming evaluations do not 
utilize randomized control trials and instead have relied on quasi‐experimental designs that 
are fairly weak, featuring unmatched comparison groups or (worse) within‐group single‐
sample designs. Randomized control trials are not easy to implement in the juvenile and 
criminal justice systems, however, as many judges and agency administrators are reluctant 
to randomly assign offenders to what may be perceived as more lenient sanctioning. Where 
true experiments are not logistically or politically feasible, researchers should at least aim to 
utilize the most rigorous quasi‐experimental approaches, such as regression‐discontinuity 
and propensity score‐matching designs. Additional weak designs fail to add substantive 
data to the extant literature and do not offer conclusive evidence as to the validity of restor-
ative justice/reintegrative shaming or the viability of these programs. A best‐practices 
model of restorative justice/reintegrative shaming will not be achieved until the body of 
research rests on strong experimental evidence, accompanied by rigorous process and 
implementation evaluations.
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